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Abstract

The relative position of text blocks plays a crucial role in document under-
standing. However, the task of embedding layout information in the rep-
resentation of a page instance is not trivial. Computer Vision and Natural
Language Processing techniques have been advancing in extracting content
from document images considering layout features. We propose a set of Lay-
out Quadrant Tags (LayoutQT) as a new way of encoding layout information
in textual embedding. We show that this enables a standard NLP pipeline
to be significantly enhanced without requiring expensive mid or high-level
multimodal fusion. Given that our focus is on developing a low computa-
tional cost solution, we focused our experiments on the AWD-LSTM neural
network. We evaluated our method for page stream segmentation and docu-
ment classification tasks on two datasets, Tobacco800 and RVL-CDIP. In the
former, our method improved the F1 score from 97.9% to 99.1% and in the
latter the F1 score went from 80.4% to 83.6%. Similar levels of performance
improvement were also obtained when we applied LayoutQT with BERT.

Keywords: Document Representation, Information Extraction, Document
Classification, Document Image Layout Analysis

1. Introduction1

Organizations produce business documents daily that are essential for2

their transactions. These documents include purchase orders, reports, sales3

agreements, supplier contracts, letters, invoices, receipts, and resumes. In ad-4

dition, information in business documents is presented in various ways, from5
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plain text to multi-column formats and a wide variety of tables. However, the6

huge amount of digitized documents produced in the last decades requires7

a significant effort in the development of methods of processing images of8

documents for information extraction.9

Several document image processing systems have been proposed using10

machine and deep learning models for downstream tasks, considering only11

visual resources [1, 2, 3], only textual resources [4, 5] or combining both fea-12

tures [6, 7, 8, 9] to extract information from documents. One of the main13

problems with processing document images is the huge variety of layout for-14

mats used in practice [10]. Document layout analysis requires understanding15

texts in various layouts, and a combination of computer vision and natural16

language processing techniques is needed. Computer vision techniques used17

to be burdensome, but methods and hardware have evolved, enabling their18

ubiquitous applications even for real-time applications, including embedded19

person detection in cameras and crowd analysis systems [11].20

Document image processing deals with understanding document page lay-21

out, which includes structural information and some visual and specific mod-22

els (for example, from the source and geographic position of the text). Fur-23

thermore, extracting textual content from documents that have been scanned24

or photographed is a complex task due to the loss of quality. Document25

layout analysis (DLA) is an important step in developing an effective and26

complete document image processing system and enables many important27

applications, such as document retrieval, digitization, and editing [12]. DLA28

is a segmentation process that separates the image of a scanned document29

into its structural elements and classifies them. The segmentation obtained30

can be combined with the textual information contained in the blocks de-31

tected [13]. Layout analysis methods have been actively studied in document32

analysis and recognition.33

The methods can be divided into two main categories: appearance-based34

analysis and semantic-based analysis. Appearance-based analysis refers to35

page segmentation to distinguish text regions from non-text regions like fig-36

ures, tables, symbols and line segments. On the other hand, the semantic-37

based analysis, often referred to as logical structure analysis, categorizes each38

region into semantically-relevant classes (e.g., caption, paragraph separation,39

headings) using a rule-based model [12]. Compositing text and non-text re-40

gions in the document image layout adds an extra burden to managing lay-41

out analysis methods. This composition can cause a compromised system42

in terms of accuracy or a high computational cost [14]. A major challenge43
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for researchers is how to efficiently explore textual and visual features of44

documents for a richer semantic representation to extract information unam-45

biguously. Another challenge is the scalability of the method [15].46

In this paper, we present LayoutQT - Layout Quadrant Tags, a lightweight47

preprocessing method focusing on combinations of texts and their spatial in-48

formation without relying on visual features or activations from the visual49

modalities. Specifically, we propose a new set of tokens that encode spatial50

regions language models and show that they improve results in downstream51

tasks with low computational cost. We evaluated our method with page52

stream segmentation and document classification task with Tobacco800 and53

RVL-CDIP datasets, respectively.54

Our main contributions are:55

• A novel approach to fuse textual and layout information which exploits56

a by-product of the text digitalization process, incurring in insignificant57

additional computational cost.58

• The simple yet effective fusion of textual and layout features for ex-59

tracting information from documents, which consists in injecting spa-60

tial tokens related to text block positions.61

• The source code of our library, which is available from https://github.62

com/fabraz/docSilhouette and the package on https://pypi.org/63

project/docSilhouette. It can be used immediately in the engineer-64

ing of other products.65

The rest of this paper is organized as follows. In Section 2, we exam-66

ine previous work on multimodal document classification. In Section 3, we67

describe our approach, LayoutQT. In Section 4, we detail the datasets used68

in this paper. Next, we describe the experiments and discuss the results in69

Sections 5 and 6. Finally, we conclude the paper in section 7.70

2. Related Works71

In recent research, several studies have approached extracting visual and72

textual features for the downstream tasks. CharGrid [16] and its extensions73

[17, 18] assume the layout contents are visually interpreted via computer74

vision techniques such as OCR and proposed learning frameworks to under-75

stand the documents from a 2D aspect semantically. Bakkali et al. (2020)76

3

https://github.com/fabraz/docSilhouette
https://github.com/fabraz/docSilhouette
https://github.com/fabraz/docSilhouette
https://pypi.org/project/docSilhouette
https://pypi.org/project/docSilhouette
https://pypi.org/project/docSilhouette


[19] presented a hybrid cross-modal feature learning approach that combines77

image features and text embedding to classify document images.78

Aggarwal et al. (2020) [20] proposed a hierarchical multi-modal bottom-79

up approach to detect larger constructs in a form page. Specifically for the80

task of extracting higher-order constructs from lower-level elements. How-81

ever, this method shows insufficient capabilities in layout modeling. Li et82

al. (2021) [21] proposed the VTLayout model to locate and identify differ-83

ent category blocks by merging the document’s deep visual, shallow visual,84

and text features. First, it applies the Cascade Mask R-CNN model to find85

all the document category blocks. Then, the deep visual, shallow visual,86

and text features are extracted for fusion to classifier the category blocks of87

documents.88

Furthermore, Natural Language Processing has advanced with represen-89

tations of contextualized embedding. The emergence of the Transformer90

architecture [22] has boosted the creation of language models like BERT91

[4] that are used as pre-training strategies using visual and textual features92

for downstream tasks. Lu et al. (2019) [23] developed ViLBERT, a model93

for learning task-agnostic joint representations of image content and natural94

language. They extended the popular BERT architecture to a multi-modal95

two-stream model, processing visual and textual inputs in separate streams96

that interact through co-attentional transformer layers.97

LayoutLM [8] model is proposed as the pioneer pre-training method of98

text and layout for document image understanding tasks, which expands 1D99

positional encoding of BERT to 2D to avoid the loss of layout information.100

Image embeddings are combined in the fine-tuning stage, and the image101

information is integrated into the pre-training stage. Subsequently, several102

pre-trained language models were developed by combining additional visual103

features to improve results [9, 24, 25].104

Unlike LayoutLM, StructuralLM [26] is a structural pre-training approach105

that jointly exploits cell and layout information from scanned documents. It106

uses cell-level 2D-position embeddings with tokens in the cell sharing the107

same 2D position. LAMPreT was proposed by Wu et al. (2021)[27] to ex-108

plore both the structure and the content of documents and consider image109

content to learn a multi-modal document representation. BROS [28] encode110

relative positions of texts between text blocks in 2D space, focusing on the111

combinations of texts and their spatial information without relying on visual112

features.113

These deep learning-based algorithms contain large numbers of trainable114
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model parameters, which require a significant amount of training data and115

lead to an increase in computation time to train the classifier [29]. A major116

drawback of such pre-trained models based on the Transformer architecture117

[22] is that they require a high computational cost. Unlike these previous118

methods, the approach in this paper aims to improve the performance of119

language models by combining texts and their spatial information with a120

low computational cost. Specifically, we propose a spatial layout encoding121

method that combines text blocks’ textual and spatial information.122

3. Method123

This section discusses our approach to creating a document representation124

that encodes layout features alongside textual tokens. We use a method to125

detect text blocks on the document page and use quadrants to compose126

spatial tokens for a joint textual and layout representation.127

3.1. Preprocessing LayoutQT128

Our algorithm is based on a bottom-up approach, which defines primitive129

components to start the clustering process. It starts with the bounding box130

of words as a primitive component of the page. The word grouping process131

identifies a group of nearest neighbours of each bounding box to form lines132

and blocks of text until the page end. Furthermore, each document page is133

divided into rectangular regions with the same height and width dimensions.134

Each quadrant has layout location information that is represented by spatial135

tokens.136

Spatial tokens are added at the beginning and end of each line when in-137

dicating the quantized coordinates of the bounding box that the line belongs138

to. The text group beginning tag considers the distances from the top left139

corner of the bounding box to the image’s left edge and top edge. Like-140

wise, the end tag considers the distance between the bottom right corner141

of the bounding box and the image’s bottom edge and right edge. Table 1142

presents spatial tokens and their descriptions used in our LayoutQT model.143

For example, the beginning of a text block is marked with xxQwi hj xxbob to144

indicate the position (quadrant) of the beginning of the bounding box text.145

The centralized parts of the text are also marked with spatial tokens xxeob146

and xxbcet.147

LayoutQT’s algorithm (3.1) takes single-page or multi-page documents as148

input and generates tokenized text t with layout information. The algorithm149
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Table 1: Descriptions of the spatial tokens

Special Token Descriptions
xxPnk Page Number
xxbob Begin Of Block
xxeob End Of Block
xxbcet Begin Of Centered Text
xxecet End Of Centered Text

xxQwi hj Quadrant-wiRow-hjColumn

scans the page from top to bottom and left to right to find the boundaries of150

text groups and identify the group’s top left corner. Initially, it adds a spatial151

token to the text to indicate the page. It then starts using an OCR engine152

[30] to generate word bounding boxes. For that, we used the combination of153

heuristics that is included in the Tesseract package, but more modern tech-154

niques can be applied by using an object detection neural network trained to155

detect the bounding boxes of textual elements. An example of such networks156

is the series of YOLO networks, which was originally proposed for object157

detection benchmarks [31] then it has been adapted for all sorts of objects,158

including human body parts [32] and even tomatoes [33].159

Having obtained textual bounding boxes, our algorithm exploits their160

coordinates by injecting that information through the spatial tokens. It161

sorts the groups that belong to the same column on the page to check which162

groups are centralized and adds the tokens. Moreover, it ends by adding the163

end-of-group spatial token. The text extraction with spatial tags is saved in164

a text file.165

Figure 1 presents a visual illustration from LayoutQT to the document166

page. The document input image is divided into quadrants and text groups167

on the left. Each row is numbered from left to right, and each column is168

numbered from top to bottom, so the tags of the first and last quadrants are,169

respectively, xxQ00 00 and xxQn− 1 m− 1. Inspired by the tokenization of170

Fastai [34], which adds spatial tokens at the beginning and end of the sen-171

tence, LayoutQT adds spatial tokens with information about the bounding172

box position. All spatial tokens start with the character xx, which is not a173

common English word prefix. They are added using rules for the model to174

recognize the important parts of a text. The image of the text file tokenized175

by our model is on the right side.176
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Algorithm 1 LayoutQT Algorithm
Input: multi page document
Output: tokenized text t

1: for page = 0, . . . , N − 1 do
2: t+ = add page token (where + = means insert symbol in string t)
3: triage each word bounding boxes into line and group
4: triage groups into coherent page columns
5: for each group do
6: t+ = quadrant coordinate of group top left corner
7: for each text line in this group do
8: check line centralization w.r.t. its page column center position
9: if the line is centralized then

10: t+ = centre tag
11: end if
12: t+ = textual contents of the line
13: if the line is centralized then
14: t+ = centre tag
15: end if
16: end for
17: t+ = quadrant coordinate of group bottom right corner
18: end for
19: end for
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Figure 1: Illustration of Layout Quadrant Tags (LayoutQT). The rectangles represent the
bounding boxes of text. On the left side, an input document is divided into quadrants
and receives spatial tokens xxQwi hj according to row i and column j positions. On the
right side is the text extracted by the OCR system, with the tags indicating the position
(quadrant) of each text block’s beginning and end.

3.2. Long Short Term Memory networks (LSTMs)177

To prove the efficiency of our encoding method, we chose to perform178

most of our experiments using the simplest contemporary textual analysis179

tool, an LSTM network. LSTMs [35] are a special kind of recurrent neural180

nets (RNNs) capable of learning long-term dependencies. They work tremen-181

dously well on many problems and are now widely used in NLP. LSTMs are182

explicitly designed to handle the long-term dependency problem, as remem-183

bering information for long periods is practically their default behaviour.184

In addition, to performing experiments with a vanilla LSTM architecture,185

we evaluated the ASGD Weight-Dropped LSTM [36], a.k.a. AWD-LSTM. It186

is a recurrent neural network that employs a strategy DropConnect mask on187

the hidden-to-hidden weight matrices to prevent over-fitting across the recur-188
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rent connections. We used that architecture as the backbone of a Universal189

Language Model Fine-tuning (ULMFiT) [5], a transfer learning method that190

can be applied to NLP tasks. ULMFiT consists of the following steps: the191

LM is trained on a general-domain corpus to capture general features of the192

language in different layers. The full LM is fine-tuned on target task data193

using discriminative fine-tuning following a slanted triangular learning rate194

policy to learn task-specific features. Finally, the classifier is fine-tuned on195

the target task using gradual unfreezing. This strategy preserves low-level196

representations and adapts high-level ones.197

3.3. LayoutQT198

First, following the flow of Figure 2, we provided document images as199

input to our preprocessing step, which virtually maps page space into equally200

spaced quadrants. After that, we map each text block’s start and end position201

into the related quadrant and inject spatial tokens to mark each text box’s202

start and end position. Then the text of each bounding box is extracted along203

with the spatial tokens taking into account their position on the document204

page. In the processing language model phase, we tokenize and applied205

Universal Language Model Fine-Tuning (ULMFiT) [5] with ASGD Weight-206

Dropped LSTM (AWD-LSTM) [36].207

4. Datasets208

The methods described above were evaluated in two quite distinct datasets.209

The Tobacco800 [37, 38] and the RVL-CDIP [3] datasets, whose properties210

are described below.211

4.1. Tobacco800212

The Tobacco800 is a subset of the Truth Tobacco Industry Documents213

dataset. The original dataset has over 14 million documents of many types,214

such as letters, fax, memos, etc., the subset has only 1,290 pieces, manually215

annotated, targeting document signature and logos segmentation. Since the216

Tobacco800 dataset sample file name comes with the page, like the ones217

shown in Figure 3, when merged, it mimics a stream of pages from multiple218

documents proper to split by the PSS model.219

The classification problem here involves two classes: whether the tran-220

sition between consecutive pages indicates the continuity of the same docu-221

ment or the beginning of a new document. Document images are classified222
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Figure 2: Illustration of the LayoutQT pipeline, going from input textual images to an
NLP system. Our method computes layout tags as part of an OCR pipeline which is
injected as special tokens in the text.

in FirstPage or NextPage, in which FirstPage represents the first page of a223

document, and NextPage class is formed by all pages of a document except224

the first page.225

4.2. RVL-CDIP226

The RVL-CDIP[3] consists of 400,000 grayscale images in 16 classes, with227

25,000 images per class. There are 320,000 training images, 40,000 valida-228

tion images, and 40,000 test images. The images are resized, so their largest229

dimension does not exceed 1,000 pixels. The 16 classes include letter, form,230

email, handwritten, advertisement, scientific report, scientific publication,231

specification, file folder, news article, budget, invoice, presentation, ques-232

tionnaire, resume, memo 4. The evaluation metric is the overall classification233

accuracy and F1-score.234

This dataset is a subset of the IIT-CDIP Test Collection 1.0 that is pub-235

licly available. The IIT-CDIP dataset itself is a subset of the Legacy Tobacco236

Document Library. The file structure of this dataset is the same as the IIT237

collection so that it can query this dataset for OCR and additional metadata.238
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Figure 3: Image documents sample of Tobacco800 dataset. In left-to-right order, the first
image is a single-page document, and the next two images are pages of the same document
and are in ascending page order.

Figure 4: Samples of different document classes in the RVL-CDIP [3] dataset illustrate
the low inter-class discrimination and high intraclass variations of document images.
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5. Experiments239

This section exposes the experiments in detail. We apply our model to240

two downstream tasks, one for page segmentation and the other for classify-241

ing document types. We performed four experiments with the Tobacco-800242

dataset for the page stream segmentation task and two with the RVL-CDIP243

dataset for the document type classification. For Tobacco800, we followed244

the train, validation and test split defined by [1], whilst RVL-CDIP used245

the standard split. We performed classification experiments with and with-246

out using our model to compare the results. Thus, it identified the location247

(quadrants) of each bounding box’s beginning, middle, and end and added248

spatial tokens (tags) to the text.249

First, following the blue flow of Figure, we provided document images as250

input to our LayoutQT, which virtually maps page space into equally spaced251

quadrants. After that, we map each text block start and end position into the252

related quadrant and inject spatial tokens to mark the start and end position253

of each text box. Then the text of each bounding box is extracted along with254

the spatial tokens taking into account their position on the document page.255

The extracted texts were saved in text files.256

5.1. Baseline257

As a baseline, the document images fed the Tesseract OCR engine to258

extract the text without the spatial tokens. Subsequently, the extracted259

texts were tokenized, trained, tested, and evaluated using the same language260

model for the document classification task, as shown in Fig. 5 Finally, we261

compare the results obtained with and without tags.262

5.2. Classification task263

We used two classification tasks to evaluate our model. Page segmenta-264

tion stream (PSS) classifies whether a document page is the first page or a265

continuity page and the classification of document types. To train and evalu-266

ate the document page stream segmentation (PSS), we used the Tobacco800267

dataset in three network architectures, a Long Short-Term Memory (LSTM)268

[39] for text classification. Secondly, we used Universal Language Model Fine-269

Tuning (ULMFiT) [5] with ASGD Weight-Dropped LSTM (AWD-LSTM)270

[36] and BERT [4] for ranking the pages as first page or next page class on271

the same dataset. AWD-LSTM language model which uses DropConnect272
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Figure 5: Experiment flow diagram showing the baseline without using the proposed
method, to be compared with our pipeline, shown in Figure 2

and the average random gradient descent method, and several other regular-273

ization strategies. The weight-dropped LSTM strategy uses a DropConnect274

mask on the hidden-to-hidden weight matrices, as a means to prevent over-275

fitting across the recurrent connections.276

For document classification with the RVL-CDIP dataset, inspired by277

Howard and Ruder (2018) [5], we used ULMFIT with AWD-LSTM for train-278

ing, testing and evaluation. Each evaluation dataset was split into training,279

validation and test subsets in the training phase. We minimized the loss280

function using the training set and assessed the model from each epoch on281

the validation set. We saved the model’s weights of the lowest loss in the282

validation set iteration and evaluated the model with these weights in the283

test set after the whole training. Then we use the BERT [4] model to classify284

the RVL-CDIP dataset.285

To evaluate, we compared the execution of the classifier using the Lay-286

outQT method generating the quadrant tags and without the preprocessing287

with both Tobacco800 and RVL-CDIP datasets. To compare the results of288

our approach with the baseline, we used accuracy and F1-score metrics. The289

loss function used by default is the cross-entropy loss, as we have a classifi-290

cation problem (the different categories are the words in our vocabulary).291
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5.3. Experiment Setting292

This subsection describes the implementation details used for the pro-293

posed approach. We used our preprocessing method, which starts with an294

OCR engine, Tesseract 4.1.1-rc1-7-gb36c, to generate blocks of text (bound-295

ing boxes) and delimit textual elements for each image in the document.296

Then, It drew the horizontal and vertical lines dividing each document page297

into 24 equivalent quadrants: 4 horizontal x 6 vertical.298

Initially, we performed two experiments with the Tobacco800 dataset for299

binary classification of document pages, one with LayoutQT and one with300

the baseline. We used an LSTM backbone (composed of 256 nodes fully301

connected with activation “ReLU” and a dropout of 0.3). Furthermore, we302

use binary cross-entropy as a loss function with softmax activation and Adam303

as an optimizer. The model was trained for 100 epochs with a batch size of304

128.305

Next, we performed the experiments with an AWD-LSTM language model306

[36] trained with backpropagation through time with a batch size of 128, an307

embedding size of 400, 3 layers, 1150 hidden activations per layer, using To-308

bacco800 and RVL-CDIP datasets. The model was trained for one cycle of309

100 epochs with a batch size of 128 documents and a sequence length of 72310

using the NVIDIA Tesla V100 32GB GPU.311

6. Results and Discussion312

The document page binary classification, which identifies whether the313

document is a first page (FirstPage) or a continuation (NextPage), was per-314

formed with the Tobacco800 dataset using our LayoutQT method by adding315

quadrant tags and as a baseline processing without placing tags using only316

text. Such experiments were processed using the LSTM, ULMFiT with317

AWD-LSTM and BERT models.318

The validation split results in Table 2 brought out that it had a large room319

for improvement in the baseline by only using text sequence architecture since320

we have surpassed Braz et al. (2021)[1] and Weidemann (2019) [7] baselines321

by at least 6 points of F1-score. After applying LayoutQT, we got 1.2 points322

more out of the 2.1 possible, which turns out to be 57% of possible gain.323

Furthermore, comparing the results obtained from our model with tags and324

without tags (baseline) using the LSTM, AWD-LSTM and BERT networks325

as the backbone, we obtained better results with AWD-LSTM.326
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Table 2: Accuracy and F1-score of the page stream segmentation on the Tobacco800
dataset obtained with the baseline and LayoutQT.

Model Modality Backbone Accuraccy F1-score

Braz et al. (2021) [1] image only VGG16 92.0% 91.9%
Braz et al. (2021) [1] image only EfficientNet-B0 83.7% 81.9%
Wiedemann et al. (2019) [40] text + image VGG16 91.1% 90.4%
Baseline text only LSTM 84.1% 82.9%
LayoutQT baseline text + layout LSTM 85.9% 86.1%
BERT baseline text only BERTBASE 92.2% 92.0%
BERT with LayoutQT text + layout BERTBASE 93.0% 93.0%
ULMFiT baseline text only AWD-LSTM 97.5% 97.9%
ULMFiT with LayoutQT text + layout AWD-LSTM 99.5% 99.1%

Figure 6 shows the confusion matrix of binary classification to the To-327

bacco800 dataset without tags (baseline) and with tags of quadrants (Lay-328

outQT) using the ULMFiT (AWD-LSTM) model. It is clear that for the329

detection of first page images, both the baseline and our model missed only330

one image, but for detection of the follow-up pages, the model without our331

tags missed four images, while with our tags, there was only one error.332

Our proposed approach also demonstrated superior performance for doc-333

ument classification on the RVL-CDIP dataset. When our location tokens334

are not used, the resulting F1 score is 80.4%, and when we use them, the335

F1 score goes to 83.6%. The confusion matrices for this task are shown in336

Figure 7, where the reduction can clearly improve off-diagonal values.337

Table 3 compares the performance of the two document classification338

proposals, baseline, and LayoutQT, from the RVL-CDIP dataset for each339

document class. The results show that our approach to adding positional340

tags performed better. Of the 16 classes of documents, the F1 metric of our341

approach was inferior in only five classes (handwritten, scientific report, news342

article, presentation, and questionnaire). As these document types do not343

have a default layout or layout information, for example, the handwritten344

class has only plain text files, so the proposed tags cannot add any useful345

information. The main limitation of our approach is that it was designed346

to enrich textual representation by using layout information. However, the347

overall ranking result with LayoutQT showed an advantage of 3.2% in the348

F1 metric compared to the baseline. Furthermore, our approach to email349

documents obtained the highest accuracy at 97.6%.350

Despite being a state-of-the-art technique, the use of BERT corresponds351
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Figure 6: Confusion matrix of Tobacco800 binary classification using AWD-LSTM.(a)
results found from the experiment without the tags, that is, with the baseline. (b) results
obtained with the tags (LayoutQT).

Figure 7: Confusion matrices for document classification on the RVL-CDIP data set using
AWD-LSTM. Panel (a) shows the results of processing without our tags, and panel (b)
shows the results obtained with our layout tags.
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Table 3: F1-score of the document types classification on RVL-CDIP dataset obtained
with the baseline and LayoutQT. The results in absolute numbers of hits and misses by
classes are shown in Figure 7

Class Document Type
Baseline

AWD-LSTM
LayoutQT

AWD-LSTM
Baseline

BERTBASE

LayoutQT
BERTBASE

0 letter 85.5% 87.8% 83.7% 86.0%
1 form 78.8% 81.3% 77.8% 77.3%
2 email 97.2% 97.6% 93.0% 96.0%
3 handwritten 84.9% 83.3% 63.6% 80.0%
4 advertisement 55.2% 58.5% 66.0% 70.0%
5 scientific report 80.6% 78.2% 74.8% 80.3%
6 scientific publication 89.1% 92.1% 87.4% 89.0%
7 specification 91.9% 93.6% 90.7% 91.0%
8 file folder 31.9% 73.5% 64.0% 73.8%
9 news article 86.4% 84.9% 78.8% 82.6%
10 budget 77.8% 84.0% 78.1% 82.3%
11 invoice 87.9% 89.9% 81.4% 85.9%
12 presentation 79.9% 77.8% 70.3% 81.1%
13 questionnaire 90.0% 89.5% 83.7% 87.9%
14 resume 93.6% 93.7% 98.6% 98.3%
15 memo 91.9% 92.5% 85.4% 90.0%

Average 80.4% 83.6% 80.1% 84.5%

to a small increase in classification F1 metric on the RVL-CDIP dataset352

compared to the AWD-LSTM model (84.5% vs 83.6%). In the Tobacco800353

dataset, the AWD-LSTM model outperforms the BERT model in the clas-354

sification F1 metric by a large margin (99.1% vs 93.0%). Considering the355

fewer parameters of the AWD-LSTM model - while the BERTBASE model356

has 110M parameters, the AWD-LSTM model has only 24M parameters - we357

decided to use the AWD-LSTM model in order to reduce the complexity of358

the LayoutQT architecture. However, the LayoutQT method can be easily359

adapted to other architecture, including BERT.360

7. Conclusion361

In this paper, we propose a novel preprocessing approach, LayoutQT -362

Layout Quadrant Tags, to overcome the challenges of document layout anal-363

ysis for content extraction. LayoutQT divides the document into quadrants364

and uses the quadrant’s location to add spatial tokens (tags) to mark each365

text box’s start and end position. We compared the performance of our pre-366
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processing method of adding spatial tokens to datasets with a simple baseline367

without the method to perform a document layout analysis and identified an368

improvement in the results obtained. For document page binary classifica-369

tion, the LayoutQT method combining text and layout features obtained the370

best results, obtaining accuracy using an LSTM and AWD-LSTM model,371

respectively of 85.9% (F1 86.1%) and 99.5% (F1 86.1%). In contrast, the372

result of baseline obtained an accuracy of 84.1% (F1 82.9%) with LSTM and373

97.5% (F1 97.9%) using AWD-LSTM in the Tobacco-800 dataset. Finally,374

our method will greatly benefit several real-world document understanding375

tasks, such as document image processing.376

Our method is simple and can be applied with any backbone. Even377

though the main advantage of our method is its potential to improve the378

performance of the representation with a low computational footprint, we379

believe that even more sophisticated architectures, like BERT, will benefit380

from LayoutQT. We therefore suggest that future experiments be performed381

with pretraining and fine-tuning using architectures with attention mech-382

anisms, like BERT. Furthermore, we suggest applying LayoutQT for other383

downstream tasks, such as named entity recognition and machine translation.384

For future research, we will refine the number of quadrants and tags.385

Meanwhile, we will also investigate the language expansion to make the386

multi-lingual LayoutQT model available for different languages, especially387

Portuguese. Finally, we intend to apply our model to classify legal docu-388

ments.389
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