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Abstract

Identification of linear B-cell epitopes (LBCEs) plays a key role in the development of
diagnostic tests and vaccines against infectious diseases. However, experimental methods
used to determine LBCEs are costly and time-consuming. This has motivated the devel-
opment of computational methods for the rapid identification of LBCEs based on protein
sequence data. To date, multiple machine learning approaches have been developed to
address this task. These methods rely on having access to a sufficient amount of epitope
data either for training generalist predictive models - which may not generalise well to
specific pathogens - or to develop organism-specific predictors, which may suffer from
data scarcity, particularly for less studied pathogens. These methods face even greater
difficulties when dealing with emerging pathogens due to the lack of samples in current
data bases. This thesis investigates the potential of improving the performance of the
identification of LBCEs by applying transfer-learning from higher to lower taxonomic lev-
els using taxon-specific pre-trained models. Furthermore, the objective of this research is
to establish a comprehensive methodology that integrates evolutionary, physicochemical,
and structural attributes of amino acids to enhance the overall feature representation.
We observed that by transferring the learned features from specific organisms that are
evolutionarily more closely related, the resulting models achieve better performance in
predicting linear B-cell epitopes. This leads to increased performance in comparison to
state-of-the-art methods for LBCE prediction in terms of AUC, F1, and MCC scores.

Keywords: Linear B-cell epitopes, Taxonomy-aware modelling, Transfer-learning.
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Resumo Expandido

A identificagao de epitopos lineares de células B (LBCEs) desempenha um papel funda-
mental no desenvolvimento de testes diagnosticos e vacinas contra doencas infecciosas. No
entanto, os métodos experimentais usados para determinar LBCEs sao caros e demorados.
Isso motivou o desenvolvimento de métodos computacionais para a rapida identificacao
de LBCEs com base em dados de sequéncias de proteinas. Até o momento, varias abor-
dagens de aprendizado de maquina foram desenvolvidas para lidar com esta tarefa. Esses
métodos dependem do acesso a uma quantidade suficiente de dados de epitopos para
treinar modelos preditivos generalistas - que podem nao generalizar bem para patogenos
especificos - ou para desenvolver preditores especificos de organismos, que podem sofrer
com a escassez de dados, especialmente para patégenos menos estudados. Esses métodos
enfrentam dificuldades ainda maiores ao lidar com patégenos emergentes, devido a falta
de amostras nos bancos de dados atuais. Esta tese investiga o potencial de melhorar
o desempenho da identificacao de LBCEs aplicando transferéncia de aprendizado de ni-
veis taxonOmicos mais altos para mais baixos, usando modelos pré-treinados especificos
de taxons. Além disso, o objetivo desta pesquisa é estabelecer uma metodologia abran-
gente que integre atributos evolutivos, fisico-quimicos e estruturais de aminoacidos para
aprimorar a representacao geral de caracteristicas. Observamos que, ao transferir as ca-
racteristicas aprendidas de organismos especificos que sao evolutivamente mais proximos,
os modelos resultantes alcangam melhor desempenhos na predi¢ao de epitopos lineares de
células B. Isso leva a um aumento no desempenho em comparacdo com os métodos de
state-of-the-art para predicao de LBCE em termos de métricas de AUC, F1 e MCC.

Palavras-chave: Epitopos lineares de células B, Modelagem informada por taxonomia,

Aprendizado de transferéncia.
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Chapter 1
Introduction

When a living organism is exposed to pathogen, such as viruses or bacteria, the immune
system’s B-cells! recognize the antigens? of the pathogen through their B-cell receptors?
and generate specific antibodies in response. An antigenic determinant, or B-cell epitope
(BCE), is the specific region of an antigen that binds to an immune cell receptor. In the
case of protein antigens, these epitopes can either be a short amino acid sequence found
within the protein or a cluster of atoms located on the protein surface (Ponomarenko and
Regenmortel, 2009).

Identification of linear B-cell epitopes (LBCEs) refers to the task of predicting whether
a given contiguous amino acid sequence within a protein corresponds to a B-cell epitope or
not. LBCEs play a key role in the development of diagnostic tests and vaccines against in-
fectious diseases (Ashford et al., 2021). However, experimental methods used to determine
LBCEs are generally costly and time-consuming. This has motivated the development of
computational methods for the rapid identification of LBCEs based on protein sequence
data. To date, multiple machine learning approaches have been developed to address this
task. These methods rely on having access to a sufficient amount of epitope data for
training the models to predict linear B-cell epitopes for a given target organism. How-
ever, the availability of epitope data remains a significant challenge, particularly when
trying to develop or optimise predictors specifically for less-studied organisms or novel
pathogens, where the epitope data is limited or nonexistent (Moris et al., 2020). This
lack of diverse and representative training data can lead to biased and unreliable pre-
dictions, which can in turn affect the efficacy of the method in prioritising targets for

downstream experimental assessment.

IB cells are white blood cells that produce antibodies to combat foreign substances such as pathogens.

2An antigen is a foreign substance that triggers an immune response(Merriam-Webster, 2023b)

3B-cell receptors (BCRs) are specialized proteins found on the surface of B cells, which are a type of
white blood cell involved in the immune response.



Epitope prediction has been demonstrated to provide several benefits in recent research
on epitopes for diagnostic applications. Firstly, it enhances test specificity by identifying
highly antigenic regions, reducing false-positive results and ensuring more accurate identi-
fication of affected individuals. Secondly, it helps improving test sensitivity by identifying
epitopes that trigger strong immune responses, leading to higher detection rates and fa-
cilitating timely interventions. Additionally, epitope prediction is cost-effective compared
to conventional methods, making broader testing more feasible, especially in resource-
constrained settings. Lastly, it accelerates test development during outbreaks of emerging
infectious diseases, streamlining the process by focusing on the most promising epitopes
[(Jiang et al., 2023); (Campelo et al., 2023)].

Epitope prediction methods also play a crucial role in vaccine development, providing
a time- and cost-effective approach to identify peptides capable of enhancing the im-
mune response against infectious agents. Over centuries, vaccines have been instrumental
in disease prevention and treatment, leading reduced mortality and morbidity rates, and
improved human life expectancy (Rodrigues and Plotkin, 2020). However, traditional vac-
cine development methods are often time-consuming and costly. In the postgenomic era,
the challenge lies in identifying antigenic regions or epitopes that can effectively stimulate
the immune system (Parvizpour et al., 2020). Computational in silico immunoinformat-
ics provides a solution by aiding rational vaccine design. Epitope-based vaccines have
proven to be a promising strategy, delivering both prophylactic and therapeutic effects
on pathogen-specific immunity. This approach offers the advantage of eliminating un-
desirable immune responses, generating prolonged immunity, and remaining cost- and
time-effective. The foundation of this strategy lies in the identification of immunodomi-
nant epitopes, which trigger immune responses by engaging B cell epitopes (BCEs) or T
cell receptors (TCEs) with antigens. By taking advantage of a systematic, computational
approach known as immunoinformatics, researchers can accelerate vaccine development,
leading to more potent disease prevention and treatment methods. This advancement
opens up new possibilities for targeted and effective approaches to combat a wide range
of diseases (Parvizpour et al., 2020).

From a Computer Science perspective, B-cell epitope prediction is a complex problem
due to the diverse nature of epitopes and variability among different organisms. Epitopes
are specific segments of proteins that the immune system recognizes and binds to, trig-
gering an immune response. Identifying these regions in proteins is crucial for vaccine
development, therapies, and diagnostics. However, accurate prediction of B-cell epitopes

remains challenging due to several reasons:

» Epitope diversity: B-cell epitopes can vary in length, amino acid composition, and

spatial conformation. Developing algorithms capable of capturing this diversity is



a complex task;

o Scarcity of labeled data: Obtaining accurate labeled data to train epitope prediction
models can be difficult and expensive, specially in less-studied organisms or novel
pathogens. The traditional supervised learning approach may be limited due to the
scarcity of large enough training sets, particularly when trying to develop and/or

optimize models for specific pathogens or groups of pathogens.;

o Generalization across taxonomic levels*: Transferring knowledge between different
taxonomic levels is challenging since proteins, and consequently epitopes, can differ

significantly among them.

This thesis proposes a method of improving linear B-cell epitope detection by transfer-
learning from higher to lower taxonomic levels using taxon-specific pre-trained models. To
achieve this goal effectively, advancements in feature representation are essential. These
improvements are essential for enhancing the proposed method’s ability to transfer knowl-

edge across taxonomic levels and improve the prediction of linear B-cell epitopes.

1.1 Problem Definition

Identification of linear B-cell epitopes is modeled as a binary classification problem. More
precisely, given a protein A represented as a string of letters representing amino-acids® of
length r, a model is trained to predict the binary label for each position of the protein,
a;, lagging if the amino-acid is part of a B-cell epitope or not.
Given: A protein A in the form of a sequence of amino-acids (aq, as, as, ..., a,).
Return: A sequence of labels assigned to each amino-acids (l1, {2, s, ..., ), where [ is a
binary label with 1 meaning that the corresponding amino-acid is part of a B-cell epitope

and 0 meaning that it is not.

1.2 Contributions

The main contribution of this thesis is aimed towards improving linear B-cell epitope
prediction by transfer-learning from higher to lower taxonomic level using taxon-specific
pre-trained models. This approach involves using a pre-trained protein model based on
ESM-1b, trained on higher taxonomic levels, to improve LBCE prediction tasks at lower

taxonomic levels. Furthermore, this study evaluates the benefits of creating taxon-specific

4Taxonomy is a hierarchical system used by biologists to classify and organize living organisms (Wiley,
2007). Most modern taxonomies tend to reflect evolutionary relationships, also known as phylogeny
® Amino acids are the building blocks of proteins (Merriam-Webster, 2023a).



pre-trained models. For each organism, we developed a pre-trained model at higher
taxonomic level to predict linear epitope regions at the lower taxonomic level. To create
this specific pre-trained model, we fine-tuned ESM-1b ¢ using higher taxonomic level
datasets, which created a model capable of generating useful features to predict epitopes at
a lower taxonomic level. By doing so, models can take advantage of underlying biological
features at higher levels and transfer this knowledge to improve epitope predictions at
lower levels. This method is specially useful in developing bespoke epitope predictors in
scenarios where the amount of training data is limited.

More specifically, this thesis aims to make two contributions:

o Transfer learning across taxonomic levels: Present a method that enables the trans-
fer of epitope knowledge across different taxonomic levels. This approach involves
investigating how knowledge from epitopes at higher taxonomic levels can be effec-
tively transferred to lower taxonomic levels. This knowledge transfer is particularly

valuable in scenarios with scarce labeled data at lower taxonomic levels;

o Feature fusion: Providing more efficient and informative feature representations
to describe proteins and epitopes. This involves data preprocessing techniques,
combination of features, and the utilization of latent representations. An essential
objective in this context is to develop a comprehensive method that integrates evo-
lutionary, physicochemical, and structural features of amino acids, enhancing the

overall feature representation.

The proposed method leads to increased performance in comparison to state-of-the-art
methods for LBCE prediction in terms of F1 (Fisher, 1936), AUC (Kimber, 1994) and
MCC (Matthews, 1975) scores. So far, the results suggest that transfer-learning across
taxonomic levels using taxon-specific pre-trained models significantly enhance the classi-
fication of linear B-cell epitopes, which can be particularly useful in predicting epitopes

in new and less studied pathogens with limited training data availability.

1.3 Thesis Organization

The remainder of this thesis is structured as follows: Chapter 2 provides an overview
of the background information relevant to the study. This chapter discusses various
aspects such as the theoretical background of epitope prediction methods, the taxonomic

levels, and the use of transformers architecture for proteins. Chapter 3 describes the

SESM-1b is a deep contextual language model that has been trained using unsupervised learning tech-
niques on a vast dataset comprising 86 billion amino acids extracted from 250 million protein sequences,
which represent a wide range of evolutionary diversity (Rives et al., 2021).



related works on epitope prediction tasks. Chapter 4 presents a detailed description of
the proposed method, providing a comprehensive explanation of the approach developed
for this research. Chapter 5 presents the results obtained from a series of experiments
conducted using the models derived from the proposed method. Chapter 6 discusses the
conclusions to the research questions that guided the experiments and proposes future

work to be done in the field.



Chapter 2
Background

This chapter serves as an introduction to the field of epitope prediction, exploring its asso-
ciated challenges and applications. It offers an overview of traditional methods and deep
learning techniques employed in epitope prediction, providing insights into the advance-
ments made in this area. Additionally, it highlights the emerging works that contribute

to this research.

2.1 B-cell epitope prediction problem

Epitope prediction serves the primary purpose of helping to develop molecules that can
serve as substitutes for complete antigens in the production or detection of antibodies.
These molecules can be synthesized or generated by cloning the corresponding complete
antigen into an expression vector, particularly in the case of proteins. The advantage of
using only the epitope, or antigenic determinant, instead of full antigens or weakened or
inactivated pathogens (in the case of vaccines) is their cost-effectiveness and non-infectious
nature, unlike viruses or bacteria that pose potential risks to researchers, test animals, or
individuals with weakened immune systems (Ponomarenko and Regenmortel, 2009).
Synthetic peptides can reproduce both continuous and discontinuous epitopes found
on proteins, allowing them to effectively bind to specific antibodies. Continuous epitopes
replicate a short sequence, while discontinuous epitopes involve residues from arbitrarily
distant protein regions that are brought together in three-dimensional space by protein
folding. These peptides can be used for detecting antibodies related to infections, aller-
gies, autoimmune diseases, and cancers (Fleri et al., 2017). Epitope prediction methods
are employed to identify peptides capable of binding to specific antibodies. These peptides
can also be used to generate antipeptide! antibodies for diagnostic purposes. Antibodies

play a vital role in detecting proteins and disease markers, especially in early-stage in-

! An antipeptide is an antibody that specifically recognizes and binds to a synthetic peptide.



fections. Peptides as short as 10 to 15 amino acids can trigger antibody production, but
the challenge lies in finding peptides that have specific antibodies capable of binding to
them. Successful prediction of such peptides is crucial for diagnostic design and vaccine
development (Ponomarenko and Regenmortel, 2009).

The design of synthetic vaccines is greatly influenced by epitope prediction and iden-
tification methods. Some of the current vaccine technologies rely on live attenuated or
inactivated pathogens, which require very high levels of quality assurance to ensure that
the target organisms are adequately processed in the final product (Zhang and Ulery,
2018). Moreover, attenuated vaccines offer a risk, albeit small, of infection for people
with weakened immune systems. In contrast, vaccines based on synthetic peptides employ
methods that predict immunogenic peptides capable of eliciting antibodies that neutral-
ize pathogens. This enables researchers to pursue rational vaccine design, which is more
cost effective (Piccaluga et al., 2022). However, their understanding of how the immune
system specifically responds to various pathogens remains limited. This lack of knowledge
makes it challenging to predict which peptides are likely to possess cross-neutralizing im-
munogenicity, providing effective protection against the target pathogen. Consequently,
synthetic vaccine candidates must undergo experimental testing to confirm their ability
to generate neutralizing antibodies. Despite the potential benefits, further research and
empirical evaluation are necessary to ensure the efficacy and safety of synthetic vaccines
(Ponomarenko and Regenmortel, 2009).

In addition, epitope prediction methods are also extensively employed as pre-screening
tools to guide experimental investigations. These computational techniques have signifi-
cantly enhanced the efficiency and cost-effectiveness of B-cell epitope discovery. By uti-
lizing these methods, researchers are able to streamline their experimental efforts and
concentrate on a more targeted selection of potential epitopes. This approach not only
saves valuable resources but also accelerates the overall discovery process, facilitating the
identification of relevant epitopes for further study (Ashford et al., 2021).

B-cell epitope prediction can be categorized into two groups: linear and conforma-
tional. Linear epitopes refer to adjacent amino acid sequences in the antigenic sequence,
while conformational epitopes consist of amino acids that are separated in the sequence
but are brought together through folding. The methods used for predicting B-cell epi-
topes vary depending on the type of epitope. Although conformational epitopes? are more
common, most prediction methods focus on linear epitopes due to the scarcity of data
on antigen 3D structures and the high computational costs associated with predicting

such structures. Linear epitopes can be predicted from amino acid sequence data alone

2A conformational epitope is a region of a protein that is recognized by the immune system only when
the protein is folded into its correct three-dimensional structure (Shashkova et al., 2022)



and are more stable than conformational epitopes, making them the preferred choice for
transportation and storage of potential peptide vaccines. According to (Forsstrom et al.,
2015), linear epitopes show consistent recognition in the sera of rabbits immunized with
recombinant proteins and peptides. Additionally, the effects of mutations are easier to es-
timate for linear epitopes, as most relevant changes occur in the antigenic region. On the
other hand, conformational epitopes are more susceptible to alterations caused by amino
acid changes in other regions of the protein, resulting in unpredictable, and challenging

to model, conformational changes (Pandurangan and Blundell, 2019).

2.1.1 Biological Taxonomies

This thesis aims to address the B-cell epitope prediction problem through transfer-learning,
which leverages knowledge from higher to lower taxonomic levels. Therefore, an under-
standing of biological taxonomy is essential.

In biology, a taxonomy is a hierarchical system used to classify and organize living
organisms based on their characteristics and evolutionary relationships (Wiley, 2007).
The classification system starts with the hightest level, which is the domain, and goes
down to the most specific level, which is the species.

The eight main taxonomic levels are:

o Domain: This is the hightest level of classification, which separates living organisms
into three groups based on their cellular structure, biochemical composition, and
genetic material. The three domains are Bacteria, Archaea, and Eukarya (Woese
et al., 1990);

o Kingdom: Each domain is further divided into Kingdoms based on their cell struc-
ture, mode of nutrition, and reproduction. There are currently six kingdoms recog-
nized: Animalia, Plantae, Fungi and Protista (under the domain Eukarya), Archaea,
and Bacteria (Wiley, 2007);

e Phylum/Division: Each Kingdom is grouped into Phyla (for animals) or Divisions
(for plants and fungi), which groups organisms based on their body plan, cell struc-
ture, and other physical characteristics. For instance, the Kingdom Bacteria con-
tains the phylum Pseudomonadota, which includes a large and varied group of
bacteria that are found in many different environments (Margulis and Chapman,
2009);

o Class: Each phylum or division is organized into classes, which group organisms

based on their physical characteristics, such as the presence of specific organs, body



symmetry, or type of leaves (Cleveland P. Hickman et al., 2017). For example, the

Pseudomonadota phylum includes the Betaproteobacteria class;

e Order: Each class is then divided into orders, which group organisms based on
their physical characteristics and behavior (Cleveland P. Hickman et al., 2017). For

instance, the Betaproteobacteria class contains Burkholderiales order;

e Family: Group organisms based on morphology of their teeth, reproductive organs,
or brain size. (Campbell et al., 2021). As an example, the Burkholderiales order

includes families such as Alcaligenaceae;

o Genus: Each family is grouped into genera, which divide organisms based on their
physical and genetic characteristics (Gupta et al., 2018). For example, the Alcali-

genaceae family includes the genera Bordetella;

o Species: Finally, at the species level, organisms are classified into groups that can
interbreed and produce viable offspring. Each species is assigned a unique scientific
name comprising two parts: the genus and species names (Okasha, 2019). For
instance, the scientific name Bordetella pertussis (the bacteria that causes whooping

cough) has Bordetella as the genus and pertussis as the specific name.

Note that the classification above only applies to cellular organisms. Viruses belong
to a completely separate branch and are organized into taxonomic groups arranged in
a hierarchical manner, with several primary ranks being used, such as realm, kingdom,
phylum, class, order, family, genus, and species. Additionally, there are secondary ranks
that exist between the primary ranks, such as subkingdom, subphylum, superfamily etc.
(Gorbalenya et al., 2020)

Classifying living organisms based on taxonomic levels has been an important tool for
biologists to understand the diversity of life on Earth and their evolutionary relationships.
This taxonomic level of an organism can be used to predict the presence and location of
B cell epitopes within its proteins. This is because the physical and chemical properties
of an antigen are influenced by its evolutionary history, and closely related organisms
may have similar antigens with similar epitopes. For example, two species within the
same genus (at the taxonomic level of the genus) are likely to have similar proteins and
therefore similar B-cell epitopes. Likewise, organisms within the same order or family (at
the taxonomic levels of order and family) are likely to share some epitopes. However,
as we move up the taxonomic hierarchy towards higher levels, such as superkingdom or
phylum, the likelihood of shared epitopes decreases (da Silva et al., 2023).

Therefore, knowing the taxonomic location of a given pathogen on the phylogenetic

tree is potentially informative when making predictions about its B-cell epitopes, which



are useful in designing vaccines, diagnostics, and immunotherapeutic formulations based
on these epitopes. Moreover, this knowledge contributes to comprehending the interaction
between organisms and their immune reactions from an evolutionary perspective. For
instance, viruses that are taxonomically similar are likely to share homologous B-cell
epitopes, meaning that a vaccine targeting the epitopes of one virus may potentially
shield against the other virus as well, as is the case, e.g., of the vaccine used against
several viruses in the orthopoxvirus genus (such as smallpox, monkeypox and others),
all of which are based on the closely-related vaccinia virus (Centers for Disease Control
and Prevention, 2023). However, as far as we are aware, very few works to date have
taken advantage of these phylogenetic considerations when developing LBCE predictors
(Ashford et al., 2021).

2.2 Physicochemical properties-based methods

In the early days of epitope prediction, researchers focused on evaluating individual phys-
iochemical properties of amino acids to identify potential epitopes. They examined prop-
erties such as flexibility (Karplus and Schulz, 1985), surface accessibility (Emini et al.,
1985), hydrophobicity (Levitt, 1976), and antigenicity (Kolaskar and Tongaonkar, 1990).
Researchers developed algorithms that utilize sliding windows along the protein sequence
to calculate average amino acid propensity scales. Regions of the protein that scored
above a certain cut-off on these scales were identified as potential linear B-cell epitopes.
However, it was later determined that relying solely on 484 propensity scales is not reliable
enough for accurately detecting BCEs (Blythe and Flower, 2005). To address the limita-
tions of using individual physiochemical properties and propensity scales, more advanced
epitope prediction methods have been developed. These methods employ a variety of ap-
proaches, including sequence-based algorithms, structural modeling, and machine learning

techniques.

2.3 Machine Learning methods

Machine learning (ML) methods have emerged as a powerful tool for predicting linear
B-cell epitopes in proteins. These methods rely on multiple propensity scales and incor-
porate additional amino acid features that were not previously considered (Yang and Yu,
2009). Some examples of popular tools that utilize machine learning methods for B-cell
epitope prediction are BepiPred (Larsen et al., 2006a), ABCPred (Saha and Raghava,
2006), LBTope (Singh et al., 2013), APCPred (Shen et al., 2015), iBCE-El (Manavalan
et al., 2018), BepiPred 2.0 (Jespersen et al., 2017), DLBEpitope (Liu et al., 2020), Epi-

10



Dope (Collatz et al., 2020), and EpitopeVec (Bahai et al., 2021). Despite clear progress
over the original propensity scale-based methods, these approaches still suffer from inad-
equate performance when tested across different organism datasets, and they also require
a substantial amount of epitope data to train the models. As a notable example, (Ash-
ford et al., 2021) demonstrated promising results in predicting epitopes related to the
Epstein-Barr virus (EBV). The method achieved an accuracy (ACC) of 0.72, an area un-
der the receiver operating characteristic curve (AUC) of 0.74, and a Matthews correlation
coefficient (MCC) of 0.32.

Deep learning techniques are becoming increasingly common for analyzing proteins,
with transfer learning emerging as a notable approach. This method involves using la-
tent space vector representations of amino acid residues that are extracted from large,
pre-trained protein language models. These representations have the ability to encode
structural, functional, and physicochemical properties of proteins in a context-dependent
manner (Chowdhury et al., 2021; Clifford et al., 2022; Elnaggar et al., 2021; Rives et al.,
2021), making them a compelling option for developing new models to capture the im-
munogenic properties of amino acid residues. Transfer learning with protein language
models allows researchers to efficiently train models to recognize patterns and features
associated with immunogenicity by leveraging pre-existing knowledge of protein struc-
ture and function. This approach saves time and computational resources compared to
training models from scratch. It enables the development of more accurate prediction
models that can identify immunogenic regions in proteins, supporting the design of safer
vaccines. BepiPred3.0 stands out as a remarkable deep learning technique in this context.
It represents a robust method designed specifically for predicting B-cell epitopes - those
specific regions of proteins that the immune system recognizes. By harnessing the power
of deep learning algorithms, BepiPred3.0 effectively analyzes the sequence of amino acids
in proteins, allowing it to discern potential epitope regions with high accuracy (Clifford
et al., 2022).

In summary, the increasing adoption of deep learning techniques, specially transfer-
learning, in protein analysis demonstrates the potential of utilizing latent space vector
representations obtained from pre-trained protein language models. These representations
enable the encoding of various properties of proteins in a context-dependent manner,
making them valuable for capturing the immunogenic properties of amino acid residues.
This approach holds promise for advancing our understanding of immunogenicity and

enhancing the development of protein-based vaccines.
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2.4 Transformer model

The hypothesis under consideration is whether language models can effectively address
the epitope prediction challenge outlined in the previous chapter. It’s worth noting that a
significant breakthrough occurred in 2017 with the introduction of the Transformer model
by (Vaswani et al., 2017a). This model not only revolutionized the field of language trans-
lation but also consolidated its position as the cutting-edge technology in this domain.
The model is an encoder-decoder architecture in which the encoder maps the input text’s
vector representations, referred to as input embeddings®, to an internal representation.
The decoder then employs the internal representation to map it to the output sequences,
such as the target language (Figure 2.1). Rather than relying on traditional methods,
which employ recurrent or convolution layers, the model uses an attention module?* to
facilitate learning connections between input tokens® and interactions between all pairs
of tokens in a sequence. The attention module assigns importance weights to each input
token for the prediction task, enabling the model to learn dependencies between distant
tokens (Cheng et al., 2021). Instead of using a single attention module, which may not be
able to capture all the complexities of the relationships between tokens, multiple atten-
tion modules are applied in parallel. This approach enables the model to learn multiple
different aspects of the relationships between input tokens, allowing for more accurate
representations.

The Transformer model includes six layers of both the encoder and decoder blocks.
Each block consists of multihead attention with eight parallel attention heads and fully
connected feed-forward networks, which act as intermediate components in the overall
Transformer model. The input embeddings are generated using two encoding methods:
byte-pair encoding (Britz et al., 2017) and word-piece vocabulary (Wu et al., 2016). The
model’s embedding layers produce contextualized embeddings with a size of 512 per to-
ken. By using multihead attention in various layers of each block, the Transformer model
acquires valuable representations by taking into account the input sequence’s token infor-
mation from different positions.

Two self-supervision approaches can be utilized for training a Transformer model:
predicting the next token in a sequence or predicting masked tokens. The masked lan-
guage modeling approach has gained popularity for its ability to consider the entire input
sequence. The BERT model (Devlin et al., 2019), which uses both self-supervision ap-

proaches, has achieved state-of-the-art performance on various NLP tasks, demonstrating

3Embeddings refer to the representation of words, phrases, or other entities in a continuous vector
space.

41t allows models to focus on specific parts of input data, giving more weight to certain elements based
on their relevance to the task.

5Tokens are the individual units that a text or sentence is divided into.
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the importance of bidirectional pretraining®. Transformers trained using the masked lan-
guage modeling (MLM) approach have also gained attention for applications in computa-
tional biology and bioinformatics [(Rives et al., 2021); (Elnaggar et al., 2021); (Brandes
et al., 2021)].

The Transformer model uses an attention mechanism that allows each input token to
affect the weights of every other token in the sequence (Dehghani et al., 2019). This mech-
anism allows for the incorporation of long-range dependencies within the input sequence,
resulting in enhanced sequence embeddings and improved performance (Vath et al., 2022).
The Transformer model’s direct connections between distant tokens make it more feasible
to train and highly parallelizable, resulting in better computational efficiency (Dai et al.,
2019).

GEERD,

\i

Encoder

>©—> pecoder

\4

CEIEED

Figure 2.1: An example of how to use the internal representations for
downstream machine learning tasks in an encoder-decoder architecture.

2.5 Vanilla Transformer

In this subsection, the key modules of encoder-decoder structure are presented based on

Transformer paper (Figure 2.2).

Encoder and Decoder Stacks

As previously mentioned, the encoder consists a series of six identical layers stacked to-
gether, each with two sub-layers. The first is a multiple-headed self-attention mechanism,
while the second is a position-wise fully connected feed-forward network. A residual
connection (He et al., 2016) around each of the two sub-layers is applied, followed by a
normalization layer (Ba et al., 2016). The decoder also has a stack of 6 identical layers.

The decoder inserts a third sub-layer in addition to the two sub-layers in each encoder

6Bidirectional pretraining improves model performance by training language models to predict words
in text sequences using both prior and subsequent context.
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Figure 2.2: The vanilla Transformer architecture (Vaswani et al., 2017b).

layer, which performs multi-head attention over the output of the encoder stack, as shown
in the right halves of Figure 2.2 . Here, residual connections are also used around each
of the sub-layers, followed by the normalization layer. The self-attention sub-layer is

adjusted to avoid subsequent positions.

Self- Attention

Self-attention is a mechanism that enables methods to selectively focus on specific parts
of an input sequence, capturing long-range dependencies and relationships between ele-
ments (Lin et al., 2017). Compared to recurrent layers, which process input sequences
sequentially, self-attention considers the entire sequence when computing the weights for
each element, making it more effective at capturing long-range dependencies. Addition-
ally, self-attention can be parallelized across all elements in the input sequence, making
it more efficient and scalable than recurrent layers. Furthermore, self-attention is more
interpretable than other NLP models because the attention weights computed by the
mechanism can be visualized.

In contrast to CNN, self-attention is able to capture relationships between non-adjacent
elements in a sequence, whereas CNNs are limited to capturing local relationships be-

tween adjacent elements, making them less effective at capturing long-range dependen-
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cies (Vaswani et al., 2017a). Therefore, self-attention has become a common choice for

handling input sequences of arbitrary length in NLP applications.

Multi-Head Attention

(Vaswani et al., 2017b) propose a method called Multi-Head Attention, which involves
linearly projecting the keys’, values®, and queries? multiple times using different learned
linear projections. This is done instead of using a single attention function with keys,
values, and queries. The projected copies of the queries, keys, and values are then used
in parallel to compute v-dimensional output values. These values are concatenated and
projected again to obtain the final output. By using multiple heads, the model is able to
attend to data from several sub-spaces of the input sequence simultaneously, allowing it

to capture more complex relationships between elements in the sequence.

Feed-Forward Networks

In the encoder and decoder of the Transformer architecture, the feed-forward network
(FFN) plays an important role. Comprising of two linear transformations with a ReLU
activation function in between, the FFN takes input from the multi-head attention module
and applies a non-linear transformation to it. This increases the model’s ability to capture

complex interactions between input and output sequences (Vaswani et al., 2017a).

Positional Encoding

The Transformer model does not rely on recurrent or convolutional operations, and there-
fore needs to incorporate information about the positions of tokens in the input sequence
to properly understand its order. This is achieved by using of positional encodings, which
are added to the input embeddings at the base of both the encoder and decoder stacks.
By including these encodings, the model is able to differentiate between the positions of

tokens in the input sequence (Vaswani et al., 2017a)

2.6 Protein language models

The utilization of natural language processing techniques in protein language models to
comprehend protein sequences is experiencing a notable rise. Although there are similari-

ties between sentences and protein sequences, there are also significant differences in their

"Keys represent the elements in the input sequence that one wants to focus on.

8Values: Values are the associated information or features corresponding to the elements in the input
sequence.

9Queries: They are the elements for which relevant information are sought
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properties, syntax and semantics. In contrast to language, where words are made up of
letters and spaces, proteins consist of individual amino acids or groups of amino acids,
with sequences of proteins resembling sentences. The presence of long-range dependencies
in protein sequences makes them ideal for analysis using NLP models like Transformers
(Heinzinger et al., 2019b); (Ofer and Linial, 2021).

Figure 2.3 shows how a Transformer language model can be used for protein sequences.
The encoder maps the amino acid tokens from an input protein sequence to an internal
representation known as the protein sequence embedding. The internal representation
serves as a feature vector that effectively encapsulates the protein sequence, enabling
its utilization as input for conventional machine learning tasks, such as classification or
regression (Chandra et al., 2023).

Contextualised

Embedding
©——> Encoder >

Y

Machine
Classification Learning

Model

Figure 2.3: This is an example of applying the Transformer language model to predict protein
properties. The input is contextualized using the encoder block, which provides an internal
representation. This internal representation is then used as amino acid features and is passed
to a machine learning model.

For many years, researchers have been working on predicting the structure of proteins,
which is determined by their amino acid composition and plays a crucial role in deter-
mining their function (Jumper et al., 2021a). This task is divided into two categories:
predicting the secondary structure (a- helix, S-sheet, or coil) and predicting the tertiary
structure (3D shape). To achieve this, other tasks such as predicting 2D contacts can be
performed, which can be used to further predict the 3D structure.

Recent studies have shown promising results in predicting secondary structure and
contact using different Transformer models. For instance, (Rives et al., 2021) achieved
high performance in predicting secondary structure by training a neural network classifier
using sequence profile capabilities combined with the ESM-1b Transformer model. They

evaluated the performance of their model using the Critical Assessment of Protein Struc-
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ture Prediction (CASP)! test set (Kryshtafovych et al., 2019) and demonstrated better
results compared to other models. Another example worth mentioning is AlphaFold 2,
a cutting-edge deep learning model specifically designed to achieve precise predictions of

the 3D structure of proteins (Jumper et al., 2021b).

2.7 Conclusion

This chapter discusses various aspects of B-cell epitope prediction, which is important
for the development of molecules that can be used in antibody production and vaccine
design. It explains that synthetic peptides can mimic epitopes and be used for developing
vaccines. The text also mentions the use of epitope prediction methods as pre-screening
tools and the categorization of epitopes into linear and conformational types. The chapter
also describes the use of physicochemical properties-based methods and machine learning
methods, particularly deep learning and transfer-learning for epitope prediction. Addi-
tionally, the text discusses the concept of taxonomic levels in biology and how they can be
used to predict the presence and location of B-cell epitopes in proteins. It explains that
closely related organisms are likely to have similar epitopes, while the likelihood decreases
as we move up the taxonomic hierarchy.

Finally, the chapter introduces the Transformer model, an encoder-decoder architec-
ture that has shown remarkable progress in language translation. It explains how the
model uses attention mechanisms to capture dependencies between input tokens and
achieve more accurate representations. The chapter also emphasizes the training ap-
proaches for Transformer models, such as predicting the next token or masked language

modeling, and the use in protein language models.

0The Critical Assessment of protein Structure Prediction (CASP) is a community-wide experiment
held periodically to evaluate the state-of-the-art methods in predicting protein structures (Moult et al.,
2017).
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Chapter 3

Related Work

This chapter provides a literature review to comprehensively summarize recent research
and developments in epitope prediction, deep learning, and related fields. The review
also includes a critical assessment of research findings to highlight their strengths and

limitations.

3.1 Introduction

The concept that the statistical patterns present in protein sequences hold crucial infor-
mation about their biological function and structure is grounded in scientific research,
as demonstrated by previous studies [(Yanofsky et al., 1964); (Altschuh et al., 1987)].
During evolution, sequences that correlate with the most favorable fitness' outcomes are
typically selected among a vast range of random perturbations that are possible (Gobel
et al., 1994). These unobservable factors that dictate a protein’s contribution to fitness,
such as its stability, structure, and function, are reflected in the distribution of naturally
occurring sequences that can be observed (Gobel et al., 1994).

The decoding of the information contained in protein sequence variation is a long-
standing issue in biology. In the field of machine learning, natural language understand-
ing is similar, with the distributional hypothesis suggesting that word semantics can be
inferred from their contextual usage (Harris, 1954).

Recently, self-supervised learning has emerged as a main direction in machine learning
research. Self-supervised methods use unlabeled datasets, such as predicting the next word
in a sentence or masked words in a context, rather than manual annotation, allowing them

to exploit significantly larger amounts of data [Bengio et al. (2003); Devlin et al. (2019)].

IThe biological term “fitness” describes an organism’s ability to survive and reproduce in its environ-
ment based on its genetic features. It serves as a measure of the organism’s genetic contribution to the
next generation (StudySmarter, 2023).
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Recent studies have shown that self-supervised methods, combined with large data and
high-capacity models, have produced new state-of-the-art results, such as approaching
human performance in question answering and semantic reasoning benchmarks, and deep
learning for protein modelling [Devlin et al. (2019); Rives et al. (2021)].

The literature review methodology followed the best practices outlined in“Guidelines

for performing systematic literature reviews” by (Kitchenham and Charters, 2007). This

non non

involved using keywords such as "epitope prediction," "transfer-learning," "protein model-
ing," and "self-supervised learning" to search the CAPES Portal of Scientific Publications
(“Portal CAPES”), which aggregates metadata from all the major publishers including
Springer, Elsevier, ACM, OUP, IEEE press and others. The search was initially filtered
to knowledge areas related to Computer Science. Then, the selection was refined to focus
on papers from sources with a high CAPES Qualis rating (Al or A2) and a substan-
tial number of citations. However, some recent papers with fewer citations were selected

ad-hoc due to a strong alignment with the research scope.

3.2 Deep Learning for Protein Modelling

(Rives et al., 2021) investigate the application of the Transformer neural network ar-
chitecture for modeling large datasets of amino acid sequences. They demonstrate the
effectiveness of their approach by utilizing UniRef? to construct three pre-training datasets
with varying levels of sequence diversity. The datasets used contain 250 million protein
sequences totalling 86 billion amino acids, which are comparable in size to the large text
datasets commonly used in natural language processing [Devlin et al. (2019); Radford
et al. (2019)]. The authors utilize the Transformer architecture in their experiment due
to its remarkable performance in natural language processing tasks. They implemented
a deep Transformer that takes amino acid character sequences as input and processes
them through a sequence of blocks that alternate self-attention with feed-forward con-
nections. For training the models, the authors employed a masked language modeling
objective. The study concludes with the development of a novel pre-trained model known
as ESM-1b, which is trained on a high sequence diversity dataset with approximately 650
million parameters. The ESM-1b surpasses all previously tested models, implying that
further improvements in performance could be achieved by using even higher-capacity
models. Overall, the study demonstrates that the sequence diversity in pre-training data
plays a crucial role in shaping the performance of pre-trained models for protein language

modeling.

2UniRef (UniProt Reference Clusters) is a database that clusters protein sequences into groups based
on their sequence similarity.
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In the wider context of applying Deep Learning techniques for protein analysis, one
topic that has received a great deal of attention in recent years is 3D structure prediction,
since the publication of AlphaFold (Jumper et al., 2021b). Its updated version, Al-
phaFold2, stands as a groundbreaking protein structure prediction method, surpassing its
competitors with remarkable precision and accuracy. The system’s success is attributed
to novel neural network architectures and training procedures based on evolutionary,
physical, and geometric constraints of protein structures. AlphaFold2 utilizes amino acid
sequences to create a Multiple Sequence Alignment (MSA) and identifies mutation-prone
regions and correlations between them. It also identifies proteins with similar structures
to build an initial representation (template) called pair representation. The key compo-
nents of AlphaFold2 are the evoformer and structure module, both based on attention
mechanisms. The evoformer exchanges information between MSA and templates to im-
prove assessment and align them correctly. It consists of two specialized transformers for
MSA and pair representations. The structure module uses both representations to pri-
oritize protein backbone orientation, considering residue rotations and translations, and
performs local refinement and minimization using gradient descent (Bertoline et al., 2023).
This breakthrough in neural network architectures makes AlphaFold2 highly effective in
predicting protein structures.

(Lin et al., 2022) introduce a method called ESMFold, which enables accurate and
end-to-end atomic level structure prediction directly from a protein’s primary sequence.
The ESMFold model architecture consists of three main components: the ESM-2 language
model (Lin et al., 2023), the folding trunk, and the structure module. The language model
provides information to the folding trunk, which processes the data, and then passes it
to the structure module. This final module is responsible for generating 3D coordinates
and confidence values as the output of the model. ESMFold showcases performance levels
comparable to other state-of-the-art methods like AlphaFold2 and RoseTTAFold (Baek
et al., 2021). In comparison to AlphaFold2, ESMFold’s prediction process is an order of
magnitude faster. While AlphaFold2 and and RoseTTAFold have shown breakthrough
success in predicting protein structures, they heavily rely on multiple sequence alignments
(MSAs) and templates of similar protein structures for optimal performance. In contrast,
ESMFold takes advantage of the internal representations learned by the language model
and can generate structure predictions using only a single protein sequence as input.
This characteristic makes ESMFold significantly faster in predicting protein structures
compared to the other models. So far, the present work has not touched 3D protein

structure estimation, but it remains as a topic of interest for next steps.
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3.3 Deep Learning for Epitope Prediction

Out of all the works analised in our literature search, the most closely related is BepiPred
3.0 (Clifford et al., 2022). The method improves sequence-based epitope prediction tool
that uses ESM-1b model from (Rives et al., 2021) to enhance prediction accuracy for
linear and conformational epitopes. To this end, they demonstrate that the tool’s per-
formance is improved by including extra input variables and refining the epitope residue
annotation strategy. The dataset was created by identifying epitope residues in crystal
structures containing at least one antibody and one antigen protein chain, and then re-
ducing redundancy through an epitope collapse strategy. The dataset was clustered at
different sequence identity thresholds to obtain the final datasets. Additionally, three
independent test sets were constructed with updated and enriched epitope annotations,
additional antigens, and linear B cell epitopes from the IEDB. The article considers three
different methods to represent residues: sparse encoding, BLOSUM62 log-odds scores,
and numeric embeddings from the ESM-1b protein language model. They trained three
types of neural networks - Feed Forward (FFNN), Convolutional (CNN), and Long Short-
term Memory (LSTM) - on sparse, BLOSUMG62, and ESM-1b encodings, with or without
additional variables. A Random Forest Classifier (RFC) was also trained as a baseline.
Residues were represented by concatenating encodings from the residue and its neighbor-
ing residues, and the encodings also included a feature corresponding to predicted surface
accessibility of different parts of the protein, calculated using NetSurfP 3.0° predicted
relative surface accessibility (RSA) values for the central residue and protein sequence
lengths. Target values were encoded in a position-wise binary manner to distinguish
epitope and non-epitope residues.

Another closely related method is EpiDope of (Collatz et al., 2020). The authors
develop a python tool that uses a deep neural network to detect linear B-cell epitope
regions on protein sequences. They used the IEDB Linear Epitope Dataset to train their
deep neural network (DNN) for detecting epitopes. The dataset contains 30,556 protein
sequences, each marked with a verified epitope or non-epitope region. The authors pre-
processed the dataset to ensure the best possible training basis for their DNN. They first
merged identical protein sequences, resulting in a reduced dataset containing 3158 pro-
teins preserving all verified regions. Then they clustered highly similar protein sequences

using CD-HIT* and an identity threshold of 0.8, and retained only the protein sequence

3NetSurfP is a tool for predicting the accessibility of protein residues, with NetSurfP 3.0 using a neural
network approach to predict the relative surface accessibility (RSA) of amino acid residues in proteins
(Hgie et al., 2022).

4CD-HIT is a widely recognized and extensively employed program within the field of bioinformatics
for clustering biological sequences. Its primary purpose is to reduce sequence redundancy, enhancing the
efficiency and accuracy of subsequent sequence analyses (Fu et al., 2012)
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with the largest number of verified regions from each cluster, resulting in 24,610 verified
regions. In terms of model, the authors tested different DNN architectures to predict
epitopes from protein sequences, and established a two-part architecture for their Epi-
Dope model. The first part uses an ELMo DNN to produce context-sensitive embeddings
of amino acids, which are then processed by a bidirectional LSTM layer and a dense
layer. The second part encodes each amino acid into a non-context-sensitive vector and
processes them through another bidirectional LSTM layer and dense layer before being
combined with the output of the first part and fed into a final dense layer representing
the two classes, epitope and non-epitope. The authors did not fine-tune the ELMo DNN
due to the high number of parameters utilized by ELMo, the limited number of samples
available for their classification task, and the need to avoid overfitting. As a result, the
study claims to achieve a bias-free prediction of epitopes by analyzing a diverse set of
known epitopes from evolutionarily distinct organisms in the training set.

Continuing in the field of deep learning applied to epitope prediction, (Bahai et al.,
2021) presents a LBCE prediction method called EpitopeVec that utilizes a combina-
tion of residue properties, modified antigenicity scales, and protein language model-based
representations. They obtained a dataset of viral peptides reported as epitopes and non-
epitopes from the IEDB, where peptide length varied from 6 to 46 amino acids. CD-HIT
was used to remove homologous sequences, and common peptides between the epitope
and non-epitope sets were removed to obtain a final dataset of 4432 positive epitopes
and 8460 negative non-epitopes. The authors proposed using distributed vector repre-
sentations of biological sequence segments, called bio-vectors and ProtVec for proteins,
as an alternative to k-mers. They trained a skip-gram neural network on large protein
sequence databases to predict surrounding words for a given word (k-mer) and used neg-
ative sampling during training to avoid computational expense. After training, they used
summation embedding of the existing k-mers in a given protein sequence to represent the
sequence, which has proven helpful in protein function annotation tasks. In this study,
machine learning (ML) algorithms were employed to differentiate peptides into two cat-
egories: epitopes and non-epitopes. For binary classification, Support Vector Machines
(SVMs) with the RBF kernel were utilized, providing an approach to distinguish between
these two classes. The authors aimed to identify the best performing features for their ML,
model and trained the classifier using small and large datasets derived from the Bcipep
(Saha et al., 2005) and IEDB (Vita et al., 2009). They conducted a performance compari-
son of their method against state-of-the-art techniques such as those proposed by (Larsen
et al., 2006b), (Jespersen et al., 2017), and (Collatz et al., 2020). Notably, their approach

yielded superior results in this evaluation.
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3.4 Transfer learning in protein data

(Bugnon et al., 2023) state that the automatic annotation of the protein universe remains
an unsolved challenge, with only a tiny fraction (0.25%) of the 229,149,489 entries in the
UniProtKB database being functionally annotated. Currently, the manual annotation
process relies on the protein families database (Pfam), which uses sequence alignments
and Hidden Markov Models to annotate family domains. However, this approach has
seen slow growth in Pfam annotations over the years. Recently, deep learning models
have emerged, capable of learning evolutionary patterns from unaligned protein sequences.
Despite their potential, these models face challenges with limited data, as many families
have only a few sequences. To address this limitation, they propose utilizing transfer
learning, leveraging self-supervised learning on large unannotated data, and then fine-
tuning with supervised learning on a small labeled dataset. Their results demonstrate a
promising reduction of 55% in errors compared to standard methods for protein family
prediction.

(Heinzinger et al., 2019a) introduce a methodology for representing protein sequences
as continuous vectors (SeqVec) using the language model ELMo from natural language
processing. SeqVec captures the biophysical properties of protein language from unlabeled
data, outperforming traditional one-hot encoding and Word2vec-like approaches in pre-
dicting secondary structure and regions with intrinsic disorder. They also demonstrate
good performance in predicting sub-cellular localization and distinguishing membrane-
bound from water-soluble proteins. While SeqVec proves to be the fastest method, it does
not surpass the best existing method using evolutionary information. However, SeqVec’s
speed makes it highly scalable for big data analysis in proteomics, such as microbiome
or metaproteome studies. Overall, transfer learning successfully extracts relevant infor-
mation from unlabeled sequence databases, making SeqVec a powerful tool for various
protein prediction tasks, except for cases where evolutionary information is available.

(Shashkova et al., 2022) employ a transfer learning approach using pretrained deep
learning models to build a new predictive model, SEMA. By utilizing the ESM-1v (Meier
et al., 2021) protein language model and the ESM-IF1 (Hsu et al., 2022) inverse folding
model, they fine-tuned them to quantitatively predict antibody-antigen interactions and
distinguish epitope and non-epitope residues. SEMA outperformed existing peer-reviewed
tools with a reported ROC AUC of 0.76 on an independent test set. Moreover, they
demonstrate that SEMA can effectively rank immunodominant regions within the SARS-
CoV-2 RBD domain, holding significant potential for advancements in vaccine research

and immunotherapy drug development.
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3.5 Discussion

BepiPred 3.0 (Clifford et al., 2022) already incorporates the ESM-1b model, leveraging
transfer learning to reduce the required amount of specific training data. This predic-
tor is based on datasets containing labeled peptide sequences from various organisms,
aiming to develop a general predictor that can be used without specifying the source or-
ganism of the submitted peptides. However, as demonstrated by (Ashford et al., 2021),
generalist approaches may lead to lower performance. In contrast to BepiPred 3.0, the
methodology developed in this thesis differs in a number of key aspects: (1) Transfer
learning is employed from higher to lower taxonomic levels, to generate (2) Organism- or
taxon-specific pre-trained models instead of general pre-trained models and (3) develop
a method that integrates evolutionary, physicochemical, and structural features of amino
acids. This work will also (4) experimentally determine the limits of this taxon-specific
training approach in terms of minimum data requirements and required computational

capabilities.
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Chapter 4
Proposed method

We present a method to enhance the generation of features for predicting linear B-cell
epitopes from sequence data, by transfer-learning from higher to lower taxonomic levels
using taxon-specific pre-trained models. The motivating hypothesis is that knowledge
learned from higher taxonomic levels contains valuable information that can improve the
prediction performance at lower taxonomic levels. This study incorporates the benefits of
creating taxon-specific pre-trained models, which were established in the earlier work of
(Ashford et al., 2021) and (Campelo et al., 2023), and advances that work by investigating
the ability of transfer-learning strategies to leverage information from taxonomic-related

pathogens to improve the performance of bespoke models tailored to specific pathogens.

4.1 Datasets

In this thesis, we made use of three data sources to compose our datasets: Immune Epitope
Database - IEDB (Vita et al., 2018), National Center for Biotechnology Information -
NCBI (Sayers et al., 2020), and Universal Protein Resource - UniProt (Consortium, 2022)

IEDB is a curated database that focuses on immunology-related data, particularly
epitope information related to immune responses. IEDB was established in 2004 and
contains over 1.6 million experiments related to the adaptive immune response to epitopes.
The data is manually curated (Vita et al., 2008) from the scientific literature, primarily
from PubMed (Vita et al., 2014). The IEDB team has curated all the literature available
from the beginnings of PubMed until 2011, and they continue to update the database
with newly published papers every two weeks.

NCBI dataset is a collection of biological data and literature that is freely available to
the public. It is one of the most comprehensive biological databases in the world and is

used by researchers and scientists to access and analyze biological data.
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UniProt is a widely used protein database that provides a vast repository of infor-
mation on proteins from various organisms. The goal is to provide a standardized and
centralized source of protein sequence and functional information, helping researchers,

scientists and bioinformatics in understanding the roles and characteristics of proteins.

4.2 Data extraction and preparation

The data extraction, filtering, and consolidation process involved using functions from
the R package "epitopes" (Campelo and Ashford, 2022). The process was based on the
complete XML export of the Immune Epitopes Database (Vita et al., 2019). Specifically,
entries classified as Linear B Cell Epitopes (LBCEs) from organisms within the superking-
doms Viruses (NCBIL:txid10239), Bacteria (NCBI:txid2) and Eukaryota (NCBI:txi2759)
were extracted from the IEDB export. The associated proteins were retrieved from the
NCBI protein database (NCBI, 2015) and UniprotKB (UniProt, 2020) [Figure 4.1]. To
label each peptide, a positive classification was assigned if at least half of the assays' asso-
ciated with a specific IEDB entry reported a positive result. Positive peptides longer than
30 amino acid residues, which could potentially introduce excessive noise to the training
data as they represent lengthy “Epitope-containing regions”, were excluded. Additionally,
to avoid duplication of partial information, overlapping peptides belonging to the same
class were merged into a single entry. To examine the similarities among the candidates,
a range of tools, including BLASTp (Altschul et al., 1990) could be utilized. In this work,
the degree of similarity was assessed using the Smith-Waterman similarity (Smith and
Waterman, 1981) [Figure 4.1], since the cost of computing the optimal Smith-Waterman
alignments for the number of proteins involved in the work is feasible.
The aforementioned process was applied to generate datasets for twelve distinct pathogens

(or, in some cases, pathogen-containing lower taxa such as genus or family), which were
chosen as case studies so as to provide good diversity of examples across bacterial, viral

and eukaryotic pathogens.

1An "assay" refers to a set of laboratory techniques and procedures used to measure, analyze, or
evaluate a specific biological, chemical, or physical property of a substance

26



Data extraction and preparation
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Figure 4.1: Publicly available data is collected from IEDB (Vita et al., 2019), NCBI (NCBI,
2015), and UniProt (UniProt, 2020) to construct an organism-specific dataset. The dataset
is subsequently divided at the protein level, using protein ID and similarity, into a training
set (utilized for model development) and a hold-out set (utilized to assess the generalization
performance of the models). The epitopes R package, which incorporates the key elements of
this pipeline, can be found at https://fcampelo.github.io/epitopes.

4.3 Modelling

The model architecture consists of three main components:

1. Fine-tuning (Figure 4.2) involves using ESM-1b as the base model and training it
with a dataset from higher-level organisms (Table 4.1). The training data is pro-
cessed at the amino acid level, utilizing a sliding window of length 1024. This
window is moved across each amino acid to extract training samples. By incorpo-
rating epitope data from higher-level organism datasets during fine-tuning, the base

model can acquire knowledge on both epitopes and non-epitopes.

2. In feature generation (Figure 4.2), the pre-trained model generated at a higher
taxonomic level is leveraged to extract features from protein sequences at lower
taxonomic level datasets (Table 4.2). These features are used to train a classifier
to predict the linear B-cell epitopes. By utilizing the pre-trained model to generate

features, the model can integrate the knowledge acquired at higher taxonomic levels
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Taxonomic level Labelled Number of Detail
peptides (-/+) proteins

Pseudomonadota 242- / 490+ 310 Excluding all B.

NCBI:txid1224 (Phylum) pertussis entries

Terrabacteria 965- / 875+ 619 Excluding all

NCBI:txid1783272 (Clade) Corynebacterium
entries

Bamfordvirae 25- / 104+ 55 Excluding all

NCBI:txid2732005(Kingdom) Orthopozvirus entries

Pseudomonadota 254- / 457+ 265 Excluding all E. coli

NCBI:txid1224 (Phylum) entries

Pseudomonadota 230- / 398+ 234 Excluding all

NCBI:txid1224 (Phylum) Enterobacteriacea
entries

Pararnavirae 176- / 311+ 176 Excluding all Lentivirus

NCBI:txid2732397(Kingdom) entries

Terrabacteria 710- / 566+ 419 Excluding all M.

NCBIL:txid1783272 (Clade) tuberculosis entries

Pseudomonadota 264- / 539+ 316 Excluding all P.

NCBIL:txid1224 (Phylum) aeruginosa entries

Orthornavirae 480- / 480+ 638 Excluding all

NCBI:txid2732396(Kingdom) SARS-CoV-2 entries

Platyhelminthes 147- / 132+ 95 Excluding all S.

NCBI:txid6157 (Phylum) mansoni entries

Apicomplexa 285- / 285+ 312 Excluding all T. gondii

NCBI:txid1184 (Phylum) entries

Sar

NCBL:txid2698737 (Clade) 151- / 265+ 183 Excluding all P.

falciparum entries

Table 4.1: Datasets used to create pre-trained model at a higher taxonomic level.
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Taxonomic Labelled Number of Detail
level peptides proteins
(-/+)

B. pertussis 34- / 61+ 16 Split in five folds.

NCBI:txid520 Smith-Waterman similarity
threshold: 0.7

Corynebac- 12- / 13+ 5 Split in five folds.

terium Smith-Waterman similarity

NCBI:txid1716 threshold: 0.7

Orthopoxvirus 14- / 20+ 15 Split in five folds.

NCBI:txid10242 Smith-Waterman similarity
threshold: 0.7

E. coli 22- / 944 61 Split in five folds.

NCBI:txid562 Smith-Waterman similarity
threshold: 0.7

Enterobacteri- 46- / 153+ 92 Split in five folds.

acea Smith-Waterman similarity

NCBI:txid543 threshold: 0.7

Lentivirus 12- / 99+ 87 Split in five folds.

NCBI:txid11646 Smith-Waterman similarity
threshold: 0.7

M. tuberculosis 267- / 322+ 205 Split in five folds.

NCBI:txid1773 Smith-Waterman similarity
threshold: 0.7

P. aeruginosa 12- / 12+ 12 Split in five folds.

NCBI:txid287 Smith-Waterman similarity
threshold: 0.7

SARS-CoV-2 795- / 274+ 195 Split in five folds.

NCBI:txid694009 Smith-Waterman similarity
threshold: 0.7

S. mansoni 243- / 173+ 100 Split in five folds.

NCBI:txid6183 Smith-Waterman similarity
threshold: 0.7

T. gondii 60- / 82+ 7 Split in five folds.

NCBI:txid5811 Smith-Waterman similarity
threshold: 0.7

P. falciparum 120- / 120+ 166 Split in five folds.

NCBI:txid5833

Smith-Waterman similarity

threshold: 0.7

Table 4.2: Datasets used for development and validation of the LBCE predictor of specific
organisms at a lower taxonomic level.
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Figure 4.2: Top: Overview of the method to create pre-trained protein models based on a higher
taxonomic levels, and generate features at lower taxonomic levels for classification tasks. Bottom:
To generate the training samples at higher level, a 1024-A A sliding window representation with a
step size of one is employed. Subsequently, for each amino acid (AA), 1280 features are extracted

and labeled accordingly.

and improve prediction performance at lower taxonomic levels. During the feature
generation process, the entire protein sequence is inputted into the pre-trained model
that is based on a higher taxonomic level.
peptide regions are selected for training. This enables the model to capture a richer

contextual, resulting in a enhanced feature representation for each amino acid.

3. In the classification step (Figure 4.2), enhanced features generated from the pre-

vious phase are utilized to feed any chosen classification method. In this work, the

Random Forest (Breiman, 2001) algorithm is used.
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4.4 Conclusion

This chapter presented a method to enhance the development of predictive models for
identifying linear B-cell epitopes within sequence data. The method leverages transfer-
learning, where knowledge gained from higher taxonomic levels is applied to improve
predictions at lower taxonomic levels. This improvement is obtained by employing taxon-

specific pre-trained models.
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Chapter 5
Preliminary Results

The approach described in the previous section was evaluated on the twelve distinct
organism datasets previously documented. The proposed method, which we call Epitope-
Transfer for the remainder of this chapter, was found to outperform all baseline methods
across AUC, F1, and MCC, strongly suggesting that some useful information for the pre-
diction of linear B-cell epitopes is indeed being tranfered down to the lower taxonomic
levels (Table 5.1 and Table 5.2). To explore a tentative explanation for the data reasons for
this observed increased performance of organism-specific models, we used t-SNE (Van der
Maaten and Hinton, 2008) to investigate whether data from different pathogens exhibit
different clustering or neighborhood structures in terms of positive/negative observations
(Section 5.1). In conclusion, an ablation study was conducted to assess the performance

of EpitopeTransfer in comparison to the base model, ESM-1b.
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Evaluation data

Method Taxon AUC F1  MCC

EpitopeTransfer
B. pertussis 0.582 0.542 0.263
Corynebacterium  0.612 0.600 0.253
Orthopozx 0.613 0.591 0.274
E. coli 0.924 0.857 0.724
Enterobacteriacea 0.797 0.767  0.559
Lentivirus 0.793 0.870 0.770

M. tuberculosis 0.608 0.576  0.196
P. aeruginosa 0.655 0.595 0.390

SARS-Cov-2 0.576 0.547 0.163
S. mansoni 0.531 0.540 0.116
T. gondii 0.694 0.636 0.308

P. falciparum 0.759 0.705 0.465
BepiPred 3.0

B. pertussis 0.516 0.562 0.279
Corynebacterium  0.615 0.459  0.140
Orthopox 0.706 0.646 0.301
E. coli 0.877 0.690 0.471
Enterobacteriacea 0.787 0.367  0.077
Lentivirus 0.467 0.444 -0.111

M. tuberculosis 0.643 0.324  0.000
P. aeruginosa 0.225 0.322 -0.355

SARS-Cov-2 0.451 0.454 -0.025
S. mansoni 0.609 0.424  0.000
T. gondii 0.447 0.406 -0.039
P. falciparum 0.746 0.445 0.077

Table 5.1: A comparison of the F1, AUC, and MCC results between EpitopeTransfer and
BepiPred 3.0 is presented. EpitopeTransfer outperforms BepiPred 3.0 in nearly all cases, with
the exception of Orthopox. For M. tuberculosis and S. mansoni, BepiPred 3.0 exhibits superiority
only in terms of AUC, while demonstrating inferior results in terms of F1 and MCC. BepiPred
3.0 performance will likely decrease because we have not yet removed samples from our test
dataset that were originally used to train the BepiPred 3.0 model.
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Evaluation data

Method Taxon AUC F1  MCC

EpiDope
B. pertussis 0.532  0.219  0.000
Corynebacterium  0.587 0.515 0.284
Orthopozx 0.495 0.499 0.024
E. coli 0.762 0.263 0.000
Enterobacteriacea 0.538 0.343 -0.151
Lentivirus 0.295 0.133 -0.317

M. tuberculosis 0.627 0.343  0.090
P. aeruginosa 0.565 0.224  0.000

SARS-Cov-2 0.425 0.405 -0.137
S. mansoni 0.561 0.484 -0.013
T. gondii 0.491 0.236  0.000
P. falciparum 0.454 0.575 0.214
EpitopeVec
B. pertussis 0.546 0.572 0.354
Corynebacterium  0.745 0.321  0.000
Orthopox 0.651 0.236  0.057
E. coli 0.478 0.411 -0.041
Enterobacteriacea 0.616 0.393 -0.029
Lentivirus 0.860 0.634 0.422

M. tuberculosis 0.442 0.369 -0.147
P. aeruginosa 0.534 0.499 0.193

SARS-Cov-2 0.746 0.406 0.086
S. mansoni 0.428 0.326 -0.132
T. gondii 0.644 0475 0.121
P. falciparum 0.564 0.257 0.041

Table 5.2: EpitopeTransfer outperforms both EpiDope and EpitopeVec in most cases. However,
it is outperformed by EpiDope in terms of MCC for Corynebacterium, AUC for M. tuberculosis
and S. mansoni. It is also outperformed by EpitopeVec in terms of F1 and MCC for B. pertussis,
and AUC for Corynebacterium, Orthopox, Lentivirus, and SARS-CoV-2. The performance of
EpiDope and EpitopeVec is expected to decrease since we have not yet excluded samples from
our test dataset that were employed to train both models.
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5.1 Estimated density

To qualitatively investigate the neighborhood structure of the datasets, we used a t-SNE
projection (Van der Maaten and Hinton, 2008) of the whole data, which we later stratified
by pathogen group. We aimed to investigate whether positive/negative data from distinct
pathogens clustered around distinct regions of the feature space. Insights gathered from
this projection could help explain the enhanced performance of taxon-specific models over

generalist approaches, without however addressing the underlying biological mechanisms.

Heterogeneous
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Figure 5.1: The projection was computed using a fraction of the entire dataset. For t-SNE
training, 720 samples were employed, and the resulting model was applied to project 2,930
samples (as shown in the figure above) from a larger dataset consisting of 42,990 samples in
total. It’s worth noting the heterogeneity within the data, consisting of observations from
numerous distinct organisms, as positive and negative points appear to be distributed with a
certain uniformity across the projected space.
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Figure 5.2: The t-SNE projection is presented, stratified by B. pertussis, Corynebacterium and
Orthopozvirus. Observe the well-defined clusters of high-density positive and negative obser-
vations, occupying distinct segments within the feature space. This visual representation illus-
trates the propensity for epitopes (positive observations) from various pathogens to consistently
manifest in separate regions of the feature space. Importantly, regions with a high density of
positive examples for one pathogen can also have a high density of negative examples for another
pathogen. For instance, the portion around (-20, -5) of the negative B. pertussis examples over-
laps a high-density region of positive Corynebacterium points in the same region. This type of
data characteristic may make taxon-specific models better able to learn which regions of the fea-
ture space are more strongly associated with positive/negative examples for specific (groups of)
pathogens. Generalist models, on the other hand, are trained on data from multiple pathogens,
which can make it more difficult for them to learn the specific signatures of each pathogen.
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Figure 5.3: t-SNE-projected data from E. coli, Enterobacteriaceae and Lentivirus. As another
example of why taxon-specific modelling may be preferrable, the negative examples of Enter-
obacteriaceae in the region of (-22, -20) align with a high-density cluster of positive E. coli data

points in the same region.
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Figure 5.4: t-SNE-projected data from M. tuberculosis, P. aeruginosa and SARS-Cov-2. In the
projection, the negative examples of M. tuberculosis, portion (-15, -20), align with a high-density
cluster of positive P. aeruginosa data points in the same region. Additionally, note that the
negative P. aeruginosa samples within the range (-15, -20) roughly coincide with a populated
cluster of positive M. tuberculosis data points within the same region.
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Figure 5.5: t-SNE-projected data from S. mansoni, T. gondii and P. falciparum. In this projec-
tion, the negative examples of S. mansoni, portion (-15, -15), align with a high-density cluster
of positive T. gondii data points in the same area.

Even though each figure provides only qualitative comparisons for three pathogens,
the fact that all figures use consistent coordinates makes it even more significant when
creating models to identify overlapping positive and negative regions among different

pathogen groups.
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5.2 Ablation Study

In the ablation study presented in Table 5.3, the performance of the EpitopeTransfer
model is compared to the ESM-1b model, which serves as the base model. ESM-1b is em-
ployed in its fundamental configuration, producing embeddings that are fed to a classifier.
This architectural approach diverges from that of EpitopeTransfer by excluding the trans-
fer learning step, which involves fine-tuning. The results indicate that EpitopeTransfer
consistently outperforms ESM-1b across various organisms and evaluation metrics. No-
tably, EpitopeTransfer achieves higher AUC, F1, and MCC scores for most of the organ-
isms, presenting its superiority in predicting epitopes. This improvement demonstrates
the effectiveness of transfer-learning, where knowledge learned from higher taxonomic
levels is transferred to lower taxonomic levels. The results suggest that EpitopeTrans-
fer leverages valuable information from higher-level epitope predictions to enhance its

performance in predicting epitopes for specific organisms.
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Taxon Model AUC F1 MCC
) esm-1b 0.483 = 0.039 | 0.477 £ 0.029 | 0.227 + 0.019
B. pertussis :
epitope-transfer | 0.582 =+ 0.030 | 0.542 + 0.026 | 0.263 £ 0.044
] esm-1b 0.534 + 0.023 | 0.540 £ 0.017 | 0.225 + 0.036
Corynebacterium :
epitope-transfer | 0.612 + 0.042 | 0.600 + 0.033 | 0.253 + 0.063
esm-1b 0.602 + 0.023 | 0.583 £ 0.012 | 0.286 + 0.035
Orthopox :
epitope-transfer | 0.613 £ 0.051 | 0.591 £ 0.027 | 0.274 £ 0.025
E coli esm-1b 0.849 + 0.007 | 0.812 £ 0.013 | 0.639 + 0.026
Lo epitope-transfer | 0.924 + 0.007 | 0.857 + 0.013 | 0.724 + 0.022
esm-1b 0.755 + 0.008 | 0.723 £ 0.009 | 0.489 4+ 0.011
Enterobacteriacea :
epitope-transfer | 0.797 + 0.009 | 0.767 4+ 0.008 | 0.559 + 0.014
o esm-1b 0.791 + 0.005 | 0.867 £ 0.004 | 0.764 4+ 0.007
Lentivirus
epitope-transfer | 0.793 £ 0.006 | 0.870 £ 0.000 | 0.770 = 0.000
esm-1b 0.584 + 0.004 | 0.563 £+ 0.007 | 0.176 + 0.008
M. tuberculosis :
epitope-transfer | 0.608 + 0.004 | 0.576 £+ 0.005 | 0.196 + 0.004
) esm-1b 0.661 + 0.012 | 0.601 £+ 0.022 | 0.382 + 0.016
P. aeruginosa :
epitope-transfer | 0.655 + 0.048 | 0.595 £+ 0.039 | 0.390 + 0.016
esm-1b 0.557 + 0.009 | 0.541 £ 0.010 | 0.123 4+ 0.011
SARS-Cov-2 :
epitope-transfer | 0.576 £+ 0.018 | 0.547 + 0.018 | 0.163 £ 0.020
, esm-1b 0.522 + 0.010 | 0.532 £ 0.008 | 0.113 4+ 0.011
S. mansoni .
epitope-transfer | 0.531 £+ 0.006 | 0.540 + 0.007 | 0.116 + 0.014
T i esm-1b 0.644 + 0.016 | 0.616 + 0.024 | 0.266 + 0.030
- gona epitope-transfer | 0.694 + 0.023 | 0.636 + 0.027 | 0.308 + 0.045
esm-1b 0.724 + 0.005 | 0.693 £+ 0.012 | 0.472 + 0.013
P. falciparum :
epitope-transfer | 0.759 + 0.006 | 0.705 £+ 0.008 | 0.465 + 0.012

Table 5.3: Ablation study comparing the performance of EpitopeTransfer and ESM-1b, which is
the base model. The values of AUC, F1, and MCC represent the mean and standard deviation.
For each organism, the test dataset was predicted 10 times, and the mean and standard deviation

of the predictions were then computed.

EpitopeTransfer outperforms BepiPred 3.0, EpiDope, and EpitopeVec in most cases,
This is likely due to the fact
that some of the test data was used to train the BepiPred 3.0, EpiDope, and EpitopeVec

except for a few specific metrics on certain pathogens.

models.

decrease.
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5.3 Conclusion

The method is evaluated on twelve distinct organism datasets spanning all three domains,
showcasing its superiority over baseline techniques. Moreover, t-SNE analysis is employed
to offer insights into the improved performance of organism-specific models. The chapter
concludes with an ablation analysis, assessing the performance of EpitopeTransfer in
contrast to the base model, ESM-1b.
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Chapter 6
Conclusion/Work plan

In conclusion, a method is proposed for enhancing linear B-cell epitope prediction through
the transfer-learning from higher to lower taxonomic levels using taxon-specific pre-trained
models. This technique utilizes the knowledge acquired from higher taxonomic levels to
improve prediction performance at lower taxonomic levels. The evaluation of this method
is performed on a dataset that includes protein sequences containing experimentally val-
idated linear B-cell epitopes from twelve different organisms or organism groups, across
the domains of bacterial, viral, and eukaryotic pathogens. These preliminary results
demonstrate that this approach is able to consistently outperform the baseline methods,
suggesting it as a valuable and potentially impactful strategy for further investigation.
Based on the demonstrated effectiveness of the proposed method in improving linear
B-cell epitope prediction through transfer learning, the final year of the PhD program will
focus on the generalization of this approach. This progression is described in Table 6.1,
detailing the work plan that includes formalization of the method, preparation of an aca-
demic article, development of additional theoretical chapters, and potential applications

beyond epitope prediction.
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Research Task Due Date

1 - Formalization of the Method 12/2023
2 - Submission of the article to Briefings in Bioinformat- 02/2024
ics

3 - Development of additional chapters on Domain 06/2024
Adaptation, Knowledge Distillation, Feature Selection,

and Feature Fusion

4 - Application of the method to an additional applica- 07/2024
tion

5 - Reorganization of the thesis structure 08,/2024
6 - Thesis write up finalization and submission 11/2024

Table 6.1: The expanded work plan for the PhD research project.

In Step 1, the focus is on mathematically formalizing the problem in a way that is not
restricted to the application domain of epitope prediction, encompassing a broader range
of problems where the dataset exhibits a hierarchical structure, in which data elements
are interconnected or related. This includes applications such as phylogenetic branching
in biological datasets, the evolutionary progression of languages, and the interconnected
thematic structures in scientific literature. The completion of this task is aimed for
December 2023.

Step 2 involves the final stages of preparing an article for submission to “Briefings
in Bioinformatics”, a journal with an impact factor of 13.99 and an Qualis A1 category
journal in the CAPES ranking. Currently in the final manuscript phase, the article is on
track for submission by the scheduled deadline of February 2024.

Step 3 covers the creation of additional chapters focusing on Domain Adaptation,
Knowledge Distillation, Feature Selection, and Feature Fusion. These chapters are de-
signed to provide a background, enhancing the understanding of the proposed method
and its contributions. The aim is to complete this task by June 2024.

Step 4 focuses on the potential application of the proposed method to a problem
beyond epitope prediction, an effort aimed at increasing validation of its effectiveness and

adaptability in diverse contexts. It is not a mandatory element of the research, but rather
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an extension to illustrate the wider applicability of the method. The expected date for
completion of this task is scheduled for July 2024.

Step 5 involves a reorganization of the thesis structure to integrate the proposed
changes and ensure that the content is clearly connected. To achieve a more coherent
presentation, the thesis will be divided into three parts. Part 1, the Introduction, will in-
clude chapters that provide context and background for the thesis. Part 2, Methodology,
will contain chapters that describe each research contribution. Part 3, Case Studies, will
consist of one chapter for each problem to which the method has been applied, illustrat-
ing the practical applications of the research. This restructured format is scheduled for
completion by August 2024.

The final stage, Stage 6, involves completing the writing of the thesis followed by a

review and critique process by the supervisors, with a target date of November 2024.
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