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Given an RGB-D image, the goal of semantic scene completion is to
infer a complete 3D occupancy grid with associated semantic labels.
Previous works completely neglect the RGB channels from the input
data or require a complex two step training process to merge RGB
and depth data.

OUR APPROACH

DATA AUGMENTATION FOR SSC

Feed CNN with 3D 
encoded edges and 
depth volumes.

Overview of our solution. Our system comprises SPAwN, a 3D CNN that uses 2D priors as semantic guidance, and a novel 3D data augmentation approach for regularization and
overfitting reduction. The bimodal 2D segmentation network combines RGB and surface normal.

QUALITATIVE RESULTS QUANTITATIVE RESULTS 

SPAwN surpasses by far all previous solutions with similar 
complexity, achieving a boost of19.8% (10.9p.p.) over the best 
previously reported result on real images. Comparing to the 
recently introduced and much more expense iterative solution, 
the improvement is of 3.8% (2.4p.p.)

CONTRIBUTIONS

SPAwN, a novel lightweight 
multimodal 3D SSC CNN 
architecture.

BN-DDR, a new memory-saving 
batch-normalized DDR building 
block. 

Data Augmentation. We are the first 
to apply a data augmentation 
technique for 3D semantic scene 
completion with impressive results.
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Our data augmentation 
strategy is applied 
directly to the projected 
3D volumes of the SSC 
solutions. We randomly 
rotate the scene in 45-
degree steps and 
randomly flip along the 
horizontal axes. We 
achieve this 
augmentation with 3 
simple and fast 3D 
transformations

During training, we randomly choose to apply or not each one of 
the 3 transformations. The chosen transformations are then applied 
to the whole 3D mini-batch. In test time, we apply all the eight 
possible combinations of transformation and ensembled the results 
for a and more accurate output.

Projected 2D segmentation priors provide good semantic guidance 
while SPAwN complete and refine the predictions. Compared to 
baseline, results are much more accurate.
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