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Contribution
• Brazilian court system: the most

clogged up judiciary system in
the world.

• Thousands of lawsuit cases reach
the supreme court every day.

• These cases need to be classified
so that they can be allocated to
the right team.

• First step: split cases into a set of
labeled documents.

• VICTOR dataset (da Silva et al.,
2018): 6,813 documents.
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Experiments and results
• Our Bi-LSTM model takes inputs of 1000 tokens, which covers most of the

contents of one page.

• We only need to run OCR on up to two pages per document.

• The dataset split was: 70% of the samples for training, 20% for validation
and 10% for test.

• Result: 84% F1 score with no pre-processing.
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Conclusions
• We proposed a tool to signifi-

cantly speed up the first steps of
the analysis of legal documents
that reach Brazil’s supreme court
(STF).

• The task consists in classifying le-
gal briefs into a set of 6 classes.

• For that we introduced a Bi-
LSTM which processes the first
1000 tokens of the documents
(first page).

• The model is strong enough to
classify documents with an F1
score of 84%, without using OCR
on the remaining pages of the
document.
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