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Abstract. O�cial Gazettes are a rich source of relevant information
to the public. Their careful examination may lead to the detection of
frauds and irregularities that may prevent mismanagement of public
funds. This paper presents a dataset composed of documents from the
O�cial Gazette of the Federal District, containing both samples with
document source annotation and unlabeled ones. We train, evaluate and
compare a transfer learning based model that uses ULMFiT with tradi-
tional bag-of-words models that use SVM and Naive Bayes as classi�ers.
We �nd the SVM to be competitive, its performance being marginally
worse than the ULMFiT while having much faster train and inference
time and being less computationally expensive. Finally, we conduct ab-
lation analysis to assess the performance impact of the ULMFiT parts.

Keywords: Text classi�cation · Language models · Transfer learning.

1 Introduction

Government Gazettes are a great source of information of public interest. These
government maintained periodical publications disclose a myriad of matters,
such as contracts, public notices, �nancial statements of public companies, public
servant nominations, public tenderings, public procurements and others. Some
of the publications deal with public expenditures and may be subject to frauds
and other irregularities.

On the other hand, it is not easy to extract information from O�cial Gazettes.
The data is not structured, but available as natural language texts. In addition,
the language used is tipically from the public administration domain, which can
further complicate information extraction and retrieval.

Natural Language Processing (NLP) and Machine Learning (ML) techniques
are great tools for obtaining information from o�cial texts. NLP has been used
to automatically extract and classify relevant entities in court documents [5,
3]. Other works [10, 6, 15, 12] explore the use of automatic summarization to
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mitigate the amount of information legal professional have to process. Text clas-
si�cation has been utilized for decision prediction [1, 11], area of legal practice
attribution [24] and �ne-grained legal-issue classi�cation. Some e�ort has been
applied to the processing of Brazilian legal documents [20, 25, 17].

In this paper, we aim to identify the public body of origin of documents fom
the O�cial Gazette of the Federal District. This is a �rst step in the direction of
structuring the information present in O�cial Gazettes in order to enable more
advanced applications such as fraud detection. Even though it is possible to
extract the public entity that produced the document by using rules and regular
expressions, such approach is not very robust: changes in document and phrase
structure and spelling mistakes can greatly reduce its e�ectiveness. A machine
learning approach may be more robust to such data variation.

Due to the small number of samples in our dataset, we explore the use of
transfer learning for NLP. We choose ULMFiT [8] as the method due to it being
less resource-intensive than other state-of-the-art approaches such as BERT [4]
and GPT-2 [19]. Our main contributions are:

1. Making available to the community a dataset with labeled and unlabeled
O�cial Gazette documents.

2. Training, evaluating and comparing a ULMFiT model to traditional bag-of-
word models.

3. Performing an ablation analysis to examine the impact of the ULMFiT steps
when trained on our data.

2 The Dataset

The data consists of 2,652 texts extracted from the O�cial Gazette of the Federal
District3. Handcrafted regex rules were used to extract some information from
each sample, such as publication date, section number, public body that issued
the document and title. 797 of the documents were manually examined, from
which 724 were found to be free of labeling mistakes. These documents were
produced by 25 di�erent public entities. We �lter the samples with entities who
have less than three samples, since this would mean no representation for the
public body in either the training, validation or test set. As a result, we end up
with 717 labeled examples from 19 public entities.

We then split these samples and the 1,928 unveri�ed or incorrectly labeled
texts into two separate datasets. The �rst for classi�cation of public entity that
produced the document and the other for the unsupervised training of a language
model.

The classi�cation dataset is formed by 717 pairs of document and its re-
spective public entity of origin. We randomly sample 8/15 of the texts for the
training set, 2/15 for the validation set and the remainder for the test set, which
results in 384, 96 and 237 documents in each set, respectively. Figure 1 shows
the class distribution in each set. The data is imbalanced: Segurança Pública, the

3 Available at https://www.dodf.df.gov.br/.
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Fig. 1. Class counts for each dataset split.

most frequent class, contains more than 140 samples, while the least frequent
classes are represented by less than 5 documents. We handle this by using F1

score as the metric for evaluation and trying model-speci�c strategies to handle
imbalance, as we discuss in Section 4.

Two of the 1,928 texts in the language model dataset were found to be empty
and were dropped. From the remaining 1,926, 20% were randomly chosen for the
validation set. The texts contain 984,580 tokens in total; after the split, there
are 784,260 in the training set and 200,320 in the validation set. In this case
we choose to not build a test set since we are not interested in an unbiased
evaluation of the language model performance. The data is automatically labeled
as an standard language model task where the label of each token is the following
token in the sentence.

3 The Models

In this section we describe the transfer learning based approach to text classi�ca-
tion used to classify the documents, the bag-of-words method used as a baseline
and the preprocessing employed for both approaches.
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3.1 Preprocessing

We �rst lowercase the text and use SentencePiece [14] to tokenize it. We chose
SentencePiece because that was the tokenizer used for the pretrained language
model (more about that on section 3.3), so using the same tokenization was fun-
damental to preserve vocabulary. We use the same tokenization for the baseline
methods to establish a fair comparison of the approaches.

In addition, we add special tokens to the vocabulary to indicate unknown
words, padding, beginning of text, �rst letter capitalization, all letters capital-
ization, character repetition and word repetition. Even though the text has been
lowercased, these tokens preserve the capitalization information present in the
original data. The �nal vocabulary is composed of 8,552 tokens, including words,
subwords, special tokens and punctuation.

3.2 Baseline

For the baseline models, we experiment with two di�erent bag-of-words text
representation methods: tf-idf values and token counts. Both methods represent
each document as a v-dimensional vector, where v is the vocabulary size. In the
�rst case, the i-th entry of the vector is the tf-idf value of the i-th token in the
vocabulary, while in the second case that value is simply the number of times
the token appears in the document. Tf-idf values are computed according to the
following equations:

tf-idf(t, d) = tf(t, d)× idf(t) (1)

idf(t) = log
1 + n

1 + count(t)
+ 1 , (2)

where tf(t, d) is the frequency of term t in document d, n is the total of documents
in the corpus, and count(t) is the number of documents that contain term t. All
document vectors are normalized to have unit Euclidean norm.

We use the obtained bag-of-words to train a shallow classi�er. We experiment
with both Support Vector Machines (SVM) [7] with linear kernel and Naive
Bayes classi�ers.

3.3 Transfer Learning

We use Universal Language Model Fine-Tuning (ULMFiT) [8] to leverage in-
formation contained in the unlabeled language model dataset. This method of
inductive transfer learning was shown to require much fewer labeled examples
to match the performance of training from scratch.

ULMFiT amounts to three stages:

Language model pre-training We use a bidirectional Portuguese language
model4 trained on a Wikipedia corpus composed of 166,580 articles, with a to-
tal of 100,255,322 tokens. The tokenization used was the same as ours. The

4 Available at https://github.com/piegu/language-models/tree/master/models.
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model architecture consists of a 400-dimensional embedding layer, followed by
four Quasi-Recurrent Neural Network (QRNN [2]) layers with 1550 hidden pa-
rameters each and a �nal linear classi�er on top. QRNN layers alternate parallel
convolutional layers and a recurrent pooling function, outperforming LSTMs of
same hidden size while being faster at training time and inference.

Language model �ne-tuning We �ne-tune the forward and backward pre-
trained general-domain Portuguese language models on our unlabeled dataset,
since the latter comes from the same distribution as the classi�cation task data,
while the former does not. As in the ULMFiT paper, we use discriminative �ne-
tuning [8], where instead of using the same learning rate for all layers of the
model, di�erent learning rates are used for di�erent layers. We employ cyclical
learning rates [22] with cosine annealing to speed up training.

Classi�er �ne-tuning To train the document classi�er, we add two linear
blocks to the language models, each block composed of batch normalization [9],
dropout [23] and a fully-connected layer. The �rst fully-connected layer has
50 units and ReLU [18] activation, while the second one has 19 units and is
followed by a softmax activation that produces the probability distribution over
the classes. The �nal prediction is the average of the forward and backwards
models. The input to the linear blocks is the concatenation of the hidden state
of the last time step hT with the max-pooled and the average-pooled hidden
states of as many time steps as can be �t in GPU memory H = {h1, · · · ,hT }.
That is, the input to the linear blocks hc is:

hc = concat(ht,maxpool(H), averagepool(H)) . (3)

4 Experiments

In this section we describe the training procedure and hyperparameters used. All
experiments were executed on a Google Cloud Platform n1-highmem-4 virtual
machine with a Nvidia Tesla P4 GPU.

4.1 Baseline

To �nd the best set of hyperparameter values we use random search and evaluate
the model on the validation set. Since we experiment with two classi�ers (SVM
and Naive Bayes) and two text vectorizers (tf-idf values and token counts), we
have four model combinations: tf-idf and Naive Bayes, tf-idf and SVM, token
counts and Naive Bayes; and token counts and SVM. For each of these 4 scenarios
we train 100 models, each iteration with random hyperparameter values.
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Vectorizers For both the tf-idf and token counts vectorizers we tune the same
set of hyperparameters: n-gram range (only unigrams, unigrams and bigrams,
unigrams to trigrams), maximum document frequency token cuto� (50%, 80%
and 100%), minimum number of documents for token cuto� (1, 2 and 3 docu-
ments).

Naive Bayes We tune the smoothing prior α on a exponential scale from 10−4

to 1. We also choose between �tting the prior probabilities, which could help
with the class imbalance, and just using an uniform prior distribution.

SVM In the SVM case, we tune two hyperparameters. We sample the regular-
ization parameter C from an exponential scale from 10−3 to 10. In addition, we
choose between applying weights inversely proportional to class frequencies to
compensate class imbalance and giving all classes the same weight.

4.2 Transfer Learning

To tune the best learning rate in both the language model �ne-tuning and clas-
si�er training scenarios, we use the learning rate range test [21], where we run
the model through batches while increasing the learning rate value, choosing the
learning rate value that corresponds to the steepest decrease in validation loss.
We use Adam [13] as the optimizer.

We �ne-tune the top layer of the forward and backwards language models
for one one cycle of 2 epochs and then train all layers for one cycle of 10 epochs.
We use a batch size of 32 documents, weight decay [16] of 0.1, backpropaga-
tion through time of length 70 and dropout probabilities of 0.1, 0.6, 0.5 and
0.2 applied to embeddings inputs, embedding outputs, QRNN hidden-to-hidden
weight matrix and QRNN output, respectively, following previous work [8].

In the case of the backward and forward classi�ers, in order to prevent catas-
trophic forgetting by �ne-tuning all layers at once, we gradually unfreeze [8] the
layers starting from the last layer. Each time we unfreeze a layer we �ne-tune for
one cycle of 10 epochs. We use a batch size of 8 documents, weight decay of 0.3,
backpropagation through time of length 70 and the same dropout probabilities
used for the language model �ne-tuning scaled by a factor of 0.5.

Similarly to the SVM experiments, in order to handle data imbalance we try
applying weights inversely proportional to class frequencies. Nevertheless, this
did not contribute to signi�cant changes in classi�cation metrics.

5 Results

Table 1 reports, for each model trained, test set F1 scores for each class. Due
to the small size of the classi�cation dataset, some class-speci�c scores are noisy
because of their rarity, so we also present the average and weighted by class fre-
quency F1 values and the model accuracy. For the baseline models, we present
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Table 1. Classi�cation results (in %) on the test set.

Class NB SVM F-ULMFiT B-ULMFiT F+B-ULMFiT Count

Casa Civil 72.22 74.29 82.35 83.33 85.71 18
Controladoria 80.00 80.00 80.00 0.00 66.67 2
Defensoria Pública 100.00 100.00 100.00 100.00 100.00 8
Poder Executivo 80.00 81.82 78.26 90.91 86.96 10
Poder Legislativo 40.00 100.00 100.00 100.00 100.00 1
Agricultura 28.57 75.00 85.71 75.00 85.71 4
Cultura 91.67 91.67 88.00 91.67 91.67 13
Desenv. Econômico 66.67 66.67 28.57 33.33 33.33 4
Desenv. Urbano 75.00 85.71 75.00 66.67 85.71 4
Economia 100.00 100.00 100.00 100.00 100.00 1
Educação 70.00 75.00 72.00 66.67 75.00 13
Fazenda 85.71 88.37 86.36 90.48 90.48 21
Justiça 80.00 75.00 66.67 75.00 66.67 5
Obras 84.85 85.71 87.50 87.50 90.91 18
Saúde 91.43 93.94 95.38 91.43 94.12 32
Segurança Pública 97.03 95.24 95.24 96.15 94.34 50
Transporte 91.89 95.00 87.18 95.24 95.24 20
Meio Ambiente 80.00 100.00 66.67 66.67 66.67 2
Tribunal de Contas 100.00 100.00 95.65 100.00 100.00 11

Average F1 79.74 87.55 82.66 79.48 84.69 237
Weighted F1 86.86 89.17 87.46 88.14 89.74 237
Accuracy 86.92 89.45 87.76 89.03 90.30 237

results using the tf-idf text vectorizer, which performed better than the count
vectorizer on the validation set. F-ULMFiT, B-ULMFiT and F+B-ULMFiT indi-
cate the forward ULMFiT model, the backward counterpart and their ensemble,
respectively.

All models performed better than a classi�er that simply chooses the most
common class, which would yield average and weighted F1 scores of 7.35 and
1.83 and an accuracy of 21.10. The SVM and ULMFiT models outperformed the
Naive Bayes classi�er across almost all categories. All models seem to achieve
good results, with weighted F1 scores and accuracies approaching 90.00%, though
we do not have a human performance benchmark for comparison.

Despite the SVM's average F1 score being higher than the ULMFiT's, the
latter has greater weighted F1 score and accuracy, with a corresponding reduc-
tion of 8.06% on test error rate. That being said, the SVM has some advantages.
First, it is much faster to train. While the SVM took less than two seconds to
train, the ULMFiT model took more than half an hour. In addition, the ULM-
FiT approach greatly depends on GPU availability, otherwise training would
take much more time.

Furthermore, SVM training is very straightforward, while the transfer learn-
ing scenario requires three di�erent steps with many parts that need tweaking
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Table 2. Ablation scenarios results (in %) on the test set.

Model Average F1 Weighted F1 Accuracy

No gradual unfreeezing (f) 82.34 (-0.32) 89.46 (+2.00) 89.87 (+2.11)
No gradual unfreeezing (b) 80.8 (+1.32) 89.07 (+9.03) 89.87 (+0.84)
No gradual unfreeezing (f+b) 82.76 (-1.93) 89.66 (- 0.08) 89.87 (-0.43)

Last layer �ne-tuning (f) 63.30 (-19.36) 77.39 (-10.07) 78.90 (-8.86)
Last layer �ne-tuning (b) 60.48 (-19.00) 77.03 (-11.11) 78.48 (-10.55)
Last layer �ne-tuning (f+b) 66.37 (-18.32) 79.60 (-10.14) 81.01 (-9.29)

No LM �ne-tuning (f) 28.05 (-54.61) 47.24 (-40.22) 53.59 (-34.17)
No LM �ne-tuning (b) 27.32 (-52.16) 39.24 (-48.90) 50.63 (-38.40)
No LM �ne-tuning (f+b) 31.48 (-53.21) 46.06 (-43.68) 55.27 (-35.03)

Direct transfer (f) 11.78 (-70.88) 24.33 (-63.13) 32.07 (-55.69)
Direct transfer (b) 8.33 (-71.15) 14.01 (-74.13) 27.85 (-61.18)
Direct transfer (f+b) 11.54 (-73.15) 24.00 (-65.74) 34.60 (-55.70)

(gradual unfreezing, learning rate schedule, discriminative �ne-tuning). Conse-
quently, not only the ULMFiT model has more hyperparameters to be tuned,
each parameter search iteration is computationally expensive�the time it takes
to train one ULMFiT model is enough to train more than 1,000 SVM models
with di�erent con�gurations of hyper-parameters.

5.1 Ablation Analysis

In this section we analyze the individual impact of ULMFiT's parts on our data.
We do so by running experiments on four di�erent scenarios. We use the same
hyperparameters as in the complete ULMFiT case and train for the same number
of iterations in order to establish a fair comparison. Table 2 presents the results
and the di�erence between the scenario result and the original performance,
taking into consideration if it is the forward, backward or ensemble case.

No gradual unfreezing This scenario's training procedure is almost identical
to the previously presented, with the exception that gradual unfreezing is not
used. In the classi�er �ne-tuning step though, we instead �ne-tune all layers at
the same time. This was the least contributing to the performance, with minor
reductions to our metrics in the ensemble case.

Last layer �ne-tuning This scenario is similar to the previous one in the
sense that we do not perform gradual unfreezing. But while there we �ne-tuned
all layers, here we treat the network as a feature extractor and �ne-tune only the
classi�er. We see a sharp decrease in performance across all metrics, suggesting
that the QRNN network, even though the language model was �ne-tuned on
domain data, does not perform well as a feature extractor for document classi-
�cation. That is, to train a good model it is imperative to �ne-tune all layers.
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No language model �ne-tuning Here we skip the language model �ne-tuning
step and instead train the classi�er directly from the pre-trained language model,
using gradual unfreezing just like in the original model. This results in a great
decline in performance, with decreases ranging from about 30 to more than
50 percentual points. Therefore, for our data, training a language model on
general domain data is not enough; language model �ne-tuning on domain data
is essential. This may be due to di�erences in vocabulary and word distribution
between general and o�cial text domains.

Direct transfer In this scenario we go one step further than in the previous one:
we start from the pre-trained language model and do not �ne-tune it. They di�er
because in the classi�er �ne-tuning step we do not perform gradual unfreezing,
but train all layers at the same time. This results in a even greater performance
decrease. The lack of gradual unfreezing here is much more dramatic than in the
�rst scenario. We hypothesize that the language model �ne-tuning may mitigate
the e�ects or decrease the possibility of catastrophic forgetting.

Averaging forward and backward predictions In almost all cases, averag-
ing the forward and backward models predictions results in more accurate results
than either of the single models. One possible way of further experimenting is
trying other methods of combining the directional outputs.

6 Conclusion

This paper examines the use of ULMFiT, a inductive transfer learning method
for natural language applications, to identify the public entity that originated
O�cial Gazette texts. We compare the performance of ULMFiT with simple
bag-of-words baselines and perform an ablation analysis to identify the impact
of gradual unfreezing, language model �ne-tuning and the use of the �ne-tuned
language model as a text feature extractor.

Despite being a state-of-the-art technique, the use of ULMFiT correspond to
a small increase in classi�cation accuracy when compared to the SVM model.
Considering the faster training time, simpler training procedure and easier pa-
rameter tuning of SVM, this traditional text classi�cation method is still com-
petitive with modern deep learning models.

Finally, our ablation analysis shows that the combination of language model
�ne-tuning and gradual unfreezing is extremely bene�cial. It also suggests that
language models, even after �ne-tuned on domain data, are not good feature
extractors and should be trained also on classi�cation data.
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